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ABSTRACT

A new earth system climate model of intermediate complexity has been developed and its climatology compared to observations. The UVic Earth System Climate Model consists of a three-dimensional ocean general circulation model coupled to a thermodynamic/dynamic sea-ice model, an energy-moisture balance atmospheric model with dynamical feedbacks, and a thermomechanical land-ice model. In order to keep the model computationally efficient a reduced complexity atmosphere model is used. Atmospheric heat and freshwater transports are parametrized through Fickian diffusion, and precipitation is assumed to occur when the relative humidity is greater than 85%. Moisture transport can also be accomplished through advection if desired. Precipitation over land is assumed to return instantaneously to the ocean via one of 33 observed river drainage basins. Ice and snow albedo feedbacks are included in the coupled model by locally increasing the prescribed latitudinal profile of the planetary albedo. The atmospheric model includes a parametrization of water vapour/planetary longwave feedbacks, although the radiative forcing associated with changes in atmospheric CO₂ is prescribed as a modification of the planetary longwave radiative flux. A specified lapse rate is used to reduce the surface temperature over land where there is topography. The model uses prescribed present-day winds in its climatology, although a dynamical wind feedback is included which exploits a latitudinally-varying empirical relationship between atmospheric surface temperature and density. The ocean component of the coupled model is based on the Geophysical Fluid Dynamics Laboratory (GFDL) Modular Ocean Model 2.2, with a global resolution of 3.6° (zonal) by 1.8° (meridional) and 19 vertical levels, and includes an option for brine-rejection parametrization. The sea-ice component incorporates an elastic-viscous-plastic rheology to represent sea-ice dynamics and various options for the representation of sea-ice thermodynamics and thickness distribution. The systematic comparison of the coupled model with observations reveals good agreement, especially when moisture transport is accomplished through advection.

Global warming simulations conducted using the model to explore the role of moisture advection reveal a climate sensitivity of 3.0°C for a doubling of CO₂, in line with other more comprehensive coupled models. Moisture advection, together with the wind feedback, leads to a transient simulation in which the meridional overturning in the North Atlantic initially weakens, but is eventually re-established to its initial strength once the radiative forcing is held fixed, as found in many coupled atmosphere General Circulation Models (GCMs). This is in contrast to experiments in which moisture transport is accomplished through diffusion whereby the overturning is re-established to a strength that is greater than its initial condition.

When applied to the climate of the Last Glacial Maximum (LGM), the model obtains tropical cooling (30°N – 30°S), relative to the present, of about 2.1°C over the ocean and 3.6°C over the land. These are generally cooler than CLIMAP estimates, but not as cool as some other reconstructions. This moderate cooling is consistent with alkenone reconstructions and a low to medium climate sensitivity to perturbations in radiative forcing. An amplification of the cooling occurs in the North Atlantic due to the weakening of North Atlantic Deep Water formation. Concurrent with this weakening is a shallowing of, and a more northward penetration of, Antarctic Bottom Water.

Climate models are usually evaluated by spinning them up under perpetual present-day forcing and comparing the model results with present-day observations. Implicit in this approach is the assumption that the present-day observations are in equilibrium with the present-day radiative forcing. The comparison of a long transient integration (starting at 6 KBP), forced by changing radiative forcing (solar, CO₂, orbital), with an equilibrium integration reveals substantial differences. Relative to the climatology from the present-day equilibrium integration, the global mean surface air and sea surface temperatures (SSTs) are 0.74°C and 0.55°C colder, respectively. Deep ocean temperatures are substantially cooler and southern hemisphere sea-ice cover is 22% greater.
RéSUMÉ [Traduit par la rédaction] Un nouveau modèle climatique du système terrestre de complexité intermédiaire a été mis au point et sa climatologie a été comparée aux observations. Le modèle climatique UVic du système terrestre consiste en un modèle tridimensionnel de circulation océanique générale couplé à un modèle de glace marine thermodynamique/dynamique, à un modèle atmosphérique à bilans d’énergie et d’humidité avec rétroactions dynamiques et à un modèle thermomécanique des glaces des terres émergées. L’utilisation d’un modèle atmosphérique de complexité réduite permet de maintenir l’efficacité de calcul du modèle. Les transports de chaleur atmosphérique et d’eau douce sont paramétrés en utilisant la diffusion fickienne et l’on suppose que des précipitations se produisent lorsque l’humidité relative dépasse 85%. Le transport d’humidité peut également être réalisé par advection, si désiré. Les précipitations au-dessus de la terre ferme sont supposées retourner instantanément à l’océan par un des 33 bassins hydrographiques qui sont observés. Les rétroactions des albédos de la glace et de la neige sont inclus dans le modèle couplé en augmentant localement le profil latitudinal prescrit de l’albédo planétaire. Le modèle atmosphérique comporte un paramétrage des rétroactions de la vapeur d’eau/ondes longues planétaires, même si le forçage radiatif associé avec les changements dans le CO₂ atmosphérique est défini comme une modification du flux radiatif planétaire d’ondes longues. Un gradient thermique vertical fixe sert à réduire la température de surface au-dessus de la terre ferme dans les situations avec relief topographique. Le modèle utilise dans sa climatologie des vents prescrits à partir de la situation présente, quoiqu’il incorpore une rétroaction dynamique du vent qui exploite une relation empirique variant en fonction de la latitude entre la température atmosphérique de surface et la densité. La composante océanographique du modèle couplé est basée sur le modèle océanographique modulaire géophysique (GFDL) 2.2, avec une résolution globale de 3,6° (zonale) et 19 niveaux verticaux. Elle inclut une option pour le paramétrage du rejet d’eau salée. La composante glace marine contient une rhéologie élastique-plastique-visqueuse pour représenter la dynamique de la glace marine et diverses options pour la représentation de la thermodynamique de la glace marine et sa distribution d’épaisseur. La comparaison systématique du modèle couplé avec les observations révèle un bon accord, surtout lorsque le transport d’humidité est effectué par advection. Les simulations de réchauffement planétaire effectuées en utilisant le modèle pour explorer le rôle de l’advection d’humidité révèlent une sensibilité climatique de 3,0°C avec le doublement du CO₂ en conformité avec d’autres modèles couplés plus complets. L’advection d’humidité avec la rétroaction du vent mène à une simulation transitoire dans laquelle le brassage méridional dans l’Atlantique Nord s’affaiblit d’abord, mais qui se rétablit éventuellement à sa force initiale une fois que le forçage radiatif est maintenu constant, tout comme cela se produit avec plusieurs modèles couplés de la circulation atmosphérique générale (GCM). Ceci contraste avec les expériences dans lesquelles le transport d’humidité est accompli par diffusion et qui démontrent que le brassage est rétabli à une force supérieure à celle de sa valeur initiale.

Appliqué au climat du dernier maximum glaciaire (LMG), le modèle obtient un refroidissement tropical (30°N – 30°S), relativement au climat présent, d’environ 2,1°C au-dessus des océans et de 3,6°C au-dessus de la terre ferme. Ces valeurs sont généralement plus froides que les estimations CLIMAP, mais pas aussi froides que certaines autres reconstructions. Ce refroidissement modéré est compatible avec les reconstructions alénoéne et une sensibilité climatique de faible à moyenne aux perturbations du forçage radiatif. Une amplification du refroidissement se produit dans l’Atlantique Nord à cause de l’affaiblissement de la formation d’eau profonde de l’Atlantique Nord. En même temps que se produisit cet affaiblissement, il y a un amincissement de l’eau de fond de l’Antarctique ainsi qu’une pénétration plus orientée vers le nord de cette eau.

Les modèles climatiques sont habituellement évalués en les faisant tourner sous le forçage perpétuel actuel et en comparant les résultats des modèles avec les observations actuelles. Implicitement, on présume que les observations actuelles sont en équilibre avec le forçage radiatif actuel. La comparaison d’une intégration transitoire de longue durée (débutant il y a 6 000 ans) forcé en modifiant le forçage radiatif (solaire, CO₂, orbital) avec une intégration à l’équilibre révèle des différences substantielles. Par rapport à la climatologie dérivée de l’intégration de l’équilibre aux conditions actuelles, les températures globales moyennes de l’air à la surface et de la surface de l’eau sont respectivement plus froides de 0,74°C et 0,55°C. Les températures de la mer profonde sont substantiellement plus froides et le couvert de glace marine dans l’hémisphère sud est de 22% plus important, quoique le convoyeur de l’Atlantique Nord demeure remarquablement stable dans tous les cas. Les différences sont dues à la mémoire à long terme de la mer profonde des conditions climatiques qui ont prévalu à la fin de l’holocène. Il a également été démontré qu’une simulation du réchauffement planétaire qui démarre d’un climat à l’équilibre avec le climat actuel (démarrage à froid) sous-estime l’augmentation de la température mondiale en 2100 de 13% lorsqu’on la compare à une simulation transitoire soumise aux forçages historiques solaire, orbital et du CO₂ et qui a également été effectuée jusqu’en 2100. Ceci est plus grand (13% comparativement à 9,8%) que la différence d’une expérience transitoire analogue qui n’a pas tenu compte des changements historiques dans le forçage solaire. Ces résultats suggèrent que les groupes qui ne tiennent pas compte des changements dans le forçage solaire au xxᵉ siècle pourraient sous-estimer légèrement (~3% dans notre modèle) le réchauffement projeté en l’an 2100.
1 Introduction
Coupled atmosphere-ocean general circulation models (GCMs) are frequently used to understand both past, present and future climates and climate variability. The computational expense associated with these models, however, often precludes their use for undertaking extensive parameter sensitivity studies. While they must ultimately be used as the primary tool for undertaking climate projections on which policy will be based, it is important to conduct sensitivity studies in parallel using simpler models. Simple models, or models of intermediate complexity, allow one to explore the climate sensitivity associated with a particular process or component of the climate system over a wide range of parameters. In addition, they allow one to streamline the experiments that are performed using more complicated GCMs. These more idealized coupled models vary in complexity from simple one-dimensional energy balance/upwelling diffusion models (Wigley and Raper, 1987, 1992; Raper et al., 1996; Wigley, 1998), to zonally-averaged ocean/energy balance atmospheric models (Stocker et al., 1992; Stocker and Schmittner, 1997), to models with more sophisticated subcomponents (Fanning and Weaver, 1996; Petoukhov et al., 2000).

a Models of Intermediate Complexity
Simple and intermediate complexity climate models are designed with a particular class of scientific questions in mind. In the development of the model, only those processes and parametrizations are included which are deemed important in the quest to address the scientific questions of concern. For example, Wigley (1998) used an upwelling diffusion-energy balance climate model (see Kattenberg et al., 1996) to evaluate Kyoto Protocol implications for increases in global mean temperature and sea level. While such a simple climate model relies on climate sensitivity and ice-melt parameters obtained from coupled atmosphere-ocean GCMs, it nevertheless allows for a first-order analysis of the climatic consequences of various post-Kyoto emissions reductions. The results from this analysis suggested very minor effects on global mean temperature under a range of post-Kyoto emissions. Stocker and Schmittner (1997) used a three-basin zonally-averaged ocean circulation model coupled to a simple energy-balance atmospheric model (described in Stocker et al., 1992), to undertake a systematic parameter sensitivity study of the response of the North Atlantic thermohaline circulation to both the rate of increase and equilibrium concentration of atmospheric CO₂. They showed that, in general, the slower the rate of increase in atmospheric CO₂, the greater the equilibrium concentration required to permanently shut down the conveyor in the North Atlantic. While the actual critical thresholds that arose from this study would need verification by more complicated models, the study clearly illustrates the importance of the rate of CO₂ increase on the North Atlantic thermohaline circulation; a result difficult, if not impossible, to achieve with the computationally expensive present-generation coupled models.

The Climate and Biosphere Model (CLIMBER) group at the Potsdam Institute have taken the approach of building a climate model of intermediate complexity to examine climate change and variability with a sophisticated, albeit highly parametrized, atmospheric component. Their atmospheric model is based on the statistical-dynamical approach without resolving synoptic variability (Petoukhov et al., 2000; Ganopolski et al., 2001). Their three-basin, zonally-averaged ocean component is very similar to the ocean component of Stocker and Schmittner (1997) and they also incorporate a simple dynamic/thermodynamical sea-ice model. The CLIMBER-2 model sacrifices resolution (10° latitudinal by 51° zonal) and complexity for computational efficiency. This model has been used to investigate both the climate of the Last Glacial Maximum (LGM) (Ganopolski et al., 1998), as well as the cause for the collapse of the conveyor in global warming experiments (Rahmstorf and Ganopolski, 1999).

Fanning and Weaver (1996) developed an energy-moisture balance model coupled to an ocean GCM and a thermodynamic sea-ice model. This model has been used to undertake a number of sensitivity studies including the role of sub-gridscale ocean mixing (and flux adjustments, Fanning and Weaver (1997a)) in global warming experiments (Wiebe and Weaver, 1999) and steric sea level rise (Weaver and Wiebe, 1999), and also the ocean’s role in the LGM and Ordovician climates (Weaver et al., 1998; Poussart et al., 1999).

All of the simple or intermediate complexity climate models discussed above are free of explicit flux adjustments. Nevertheless, these same models necessarily include implicit adjustments through the fine tuning, within observational ranges, of internal model parameters in an attempt to reproduce the present-day climate.

One of the purposes of this paper is to document the climate sensitivity and parametrizations used, in a new intermediate complexity Earth System Climate Model (ESCM) which has substantially evolved from the earlier version described by Fanning and Weaver (1996). This new model incorporates a better representation of atmospheric processes, including the addition of moisture advection, orography and wind feedbacks, as well as more sophisticated sea-ice and snow models, and a dynamical ice-sheet model.

Our philosophy in building this model is to develop a tool with which to understand processes and feedbacks operating within the climate system on decadal and longer timescales. We include a full three-dimensional ocean GCM as we believe horizontal ocean gyre transports and subduction processes are fundamental to the stability and variability of the thermohaline circulation; we believe the latter to be important for climate/paleoclimate change/variability on long timescales. Our atmospheric model is simple, although we believe it captures the necessary surface balances and feedbacks of heat, freshwater and momentum. Atmospheric ‘weather’ is not calculated explicitly in our model, although in some applications its statistics have been added as a forcing. This allows our model to reach an equilibrium climate free of variability, both internal to the atmosphere, and excited in the ocean and sea-ice subcomponent models. The sophisticated sea-ice model was built and tested within the context of
the ESCM and has since been included in the Canadian Centre for Climate Modelling and Analysis (CCCma) coupled Atmosphere-Ocean General Circulation Model (AOGCM). The glaciological model was developed at the University of British Columbia and coupled into our model while the inorganic chemistry subcomponent was built following the guidelines of the international Ocean Carbon-Cycle Model Intercomparison Project. By building the ESCM in a systematic fashion, we ensure that energy and moisture are conserved exactly as all parameters are consistent among all subcomponent models.

Our approach is complementary to that of major coupled AOGCM centres, and our model fills an important gap within the hierarchy of climate models (Claussen et al., 2001; Shackley et al., 1998). In fact, our model has been used, and is still being used, as a tool to examine the sensitivity of a particular process or subcomponent model across a wide range of parameters, in order to streamline the process of improving certain components of the CCCma coupled AOGCM. The complexity of the CCCma AOGCM is such that relatively few ‘production runs’ can be conducted, leaving systematic parameter sensitivity analyses to be conducted with the University of Victoria (UVic) ESCM.

b Initialization of Coupled Models
In developing coupled AOGCMs, it is common to integrate them to equilibrium under present-day radiative forcing (in the case of coupled atmosphere-ocean models) or using present-day surface boundary conditions (in the case of ocean-only models). The evaluation process then involves a detailed comparison of model results with present-day observations (e.g., Oreskes and Belitz, 1994; Gates et al., 1996; Flato et al., 2001). Since the ocean, and especially its deep and weakly ventilated regions, have a long adjustment time to changes in radiative forcing, the present-day oceanic observations are not in equilibrium with the present forcing. As such, models which start from a control integration which is in equilibrium with its radiative forcing suffer from a warm bias (Weaver et al., 2000). Even if the ocean or coupled model were perfect, it would therefore not be possible to reproduce these observations under perpetual present-day model forcing. Many coupled atmosphere-ocean climate GCMs that have been used to examine the transient response of the climate system to increasing greenhouse gases, start from a present-day equilibrium climate (see Kattenberg et al., 1996). This equilibrium climate is usually obtained by separately spinning up the oceanic and atmospheric components of the coupled model under perpetual present-day forcing (see Weaver and Hughes (1996) for a review). Upon coupling, flux adjustments are often employed to avoid climate drift. It has been suggested that this approach leads to an apparent ‘cold start’ problem (Fichefet and Tricot, 1992; Hasselman et al., 1993; Cubasch et al., 1994; Keen and Murphy, 1997), and it has been argued that since the prior build up of radiative forcing has been neglected, the initial rate of warming is slower than it should otherwise be (see Kattenberg et al., 1996).

This apparent problem has been dealt with recently by most coupled model groups by accounting for the twentieth century build-up of atmospheric CO₂ through long integrations starting from pre-industrial times. Nevertheless, these same models evaluate their present-day climate obtained from present-day radiative forcing, assume that the present-day climate is representative of 1850, and then impose changes in radiative forcing to the present-day climate consistent with changes since 1850 (Mitchell et al., 1995). Some more recent efforts (e.g., HadCM3 – Gordon et al., 2000) have actually used pre-industrial levels of greenhouse gases in their coupled model initialization, although the evaluation problem still remains as insufficient data exist to validate properly the equilibrium model climate with the pre-industrial observational record. A second goal of this study is to quantify the memory of the present-day ocean to prior conditions through an examination of its response to 6000 years of changing radiative forcing. This should be viewed as an extension of Weaver et al. (2000) in that we consider here not only the effects of changing CO₂ and orbital forcing, but also changes in solar luminosity.

c The Climate of the Last Glacial Maximum
The issue of tropical cooling at the LGM represents a challenge for both the paleoclimate data and modelling communities. Conflicting evidence has emerged from the reconstruction community with tropical coral (Guilderson et al., 1994; Beck et al., 1997), noble gas (Stute et al., 1995), ice core (Thompson et al., 1995), and sediment (Curry and Oppo, 1997) records inferring tropical temperatures substantially colder than today. Alkenone records (Sikes and Keigwin, 1994; Bard et al., 1997; Lyle et al., 1992), on the other hand, have inferred tropical temperatures colder than CLIMAP Project Members (1976, 1981) reconstructions (which were close to today’s) but only slightly colder than present.

Simulations with coupled models also disagree on estimates of tropical temperatures during the LGM. Ganoploski et al. (1998), using the CLIMBER-2 model, and Bush and Philander (1998), using oceanic and atmospheric GCMs that were coupled together and integrated under LGM forcing for 15 years (starting from a present-day initial condition), found much cooler tropical LGM temperatures than today. Weaver et al. (1998), using a coupled Oceanic General Circulation Model (OGCM) energy-moisture balance model and Broccoli (2000), using an Atmospheric General Circulation Model (AGCM) coupled to a mixed layer oceanic model, found tropical temperatures only slightly cooler than today and consistent with alkenone reconstructions (see also Crowley, 2000). A final goal of this paper is to re-examine this issue with our new ESCM.

d Outline
The outline of the rest of this paper is as follows: in the next section we provide a detailed description of the UVic ESCM, starting with the atmospheric component (Section 2a) then moving to the cryospheric components (sea ice, land ice and snow – Section 2b) and the oceanic component (Section 2c). In Section 3 we provide a comparison between the model clima-
The only modification from a “standard” spherically-gridded version of the model is that variables that are normally a function of grid latitude, such as the Coriolis parameter, are transformed so that they remain a function of geographic latitude.

**Atmospheric Model**

The atmospheric model uses the Fanning and Weaver (1996) energy-moisture balance model as its starting point. The formulation of the vertically-integrated thermodynamic energy balance equations assumes a decreasing vertical distribution of energy and specific humidity (from surface values) with specified e-folding scale heights. The prognostic equations for momentum conservation are replaced by specified wind data, although dynamical wind feedbacks are also included (Section 2a1). The other major simplification to the atmosphere is the parametrization of atmospheric heat and moisture transport by diffusion, although moisture advection by the winds is also included as an option (Section 4).

The vertically-integrated atmospheric thermodynamic energy balance equation is given by:

\[
\rho_a h_i c_{pa} \frac{\partial T_a}{\partial t} = Q_T + Q_{SW} C_A + Q_{LH} \\
+ Q_{LW} + Q_{SH} - Q_{PLW}
\]

where \(\rho_a = 1.25 \text{ kg m}^{-3}\) is a constant surface air density, \(h_i = 8.4 \text{ km}\) (Gill, 1982) is a constant representative scale height for temperatures, \(c_{pa} = 1004 \text{ J kg}^{-1} \text{ K}^{-1}\) is the specific heat of air at constant pressure, and \(T_a\) is the sea level air temperature. The terms on the right-hand side of Eq. (1) represent sources or sinks of heat for the atmosphere.
The heat transport term \( Q_T \) is parametrized by Fickian diffusion, and takes the form:

\[
Q_T = \rho_a h_{pa} \cdot \nabla \cdot (\nabla T_a)
\] (2)

where \( \nabla (\nabla T_a) \) is the diffusion operator (Appendix B) acting on \( T_a \) with diffusivity \( \nu \) (Section 4; Fig. 23).

The incoming shortwave radiation at the top of the atmosphere is given by:

\[
Q_{SW} = \frac{S_{\odot}}{4} I (1 - \alpha)
\] (3)

where \( S_{\odot} = 1368 \) W m\(^{-2}\) is the solar constant and \( I \) is the annual distribution of insolation entering the top of the atmosphere (Berger, 1978). The planetary albedo \( \alpha \) varies as a function of latitude and time of year to account for the effects of changes in solar zenith angle (Graves et al., 1993). \( C_A = 0.3 \) (da Silva et al., 1994) is an absorption coefficient which parametrizes the absorption of heat in the atmosphere by water vapour, dust, ozone and clouds etc. (Ramanathan et al., 1987). We refer the reader to Fanning and Weaver (1996) for an extensive parameter sensitivity study of the stand-alone Energy Moisture Balance Model (EMBM) to \( C_A \).

The latent heat flux into the atmosphere takes the form:

\[
Q_{LH} = \rho_o P \begin{cases} L_s & \text{if } P \text{ is rain} \\ L_a & \text{if } P \text{ is snow} \end{cases}
\] (4)

where \( \rho_o \) is a reference density of water, \( L_s = 2.50 \times 10^6 \) J kg\(^{-1}\) is the latent heat of vapourization, \( L_a = 2.84 \times 10^6 \) J kg\(^{-1}\) is the latent heat of sublimation and \( P \) is the precipitation (in m s\(^{-1}\)).

The parametrization for outgoing planetary longwave radiation \( Q_{PLW} \) is taken from Thompson and Warren (1982) and depends on the surface relative humidity (\( r \)) and temperature (\( T_a \)). This term is modified to parametrize the radiative forcing associated with changes in atmospheric CO\(_2\) concentration, and is given by:

\[
Q_{PLW} = c_{00} + c_{01} r + c_{02} r^2 \\
+ \left( c_{10} + c_{11} r + c_{12} r^2 \right) T_a \\
+ \left( c_{20} - c_{21} r + c_{22} r^2 \right) T_a^2 \\
+ \left( c_{30} + c_{31} r + c_{32} r^2 \right) T_a^3 \\
- \Delta F_{2A} \ln \left( \frac{C(t)}{C_o} \right)
\] (5)

where \( C(t)/C_o \) is the ratio of the prescribed atmospheric CO\(_2\) concentration to a present day reference level \( (C_o = 350 \text{ ppm}) \), and \( \Delta F_{2A} = 5.77 \) W m\(^{-2}\) corresponds to a specified radiative forcing of 4 W m\(^{-2}\) for a doubling of atmospheric CO\(_2\) (Ramanathan et al., 1987). The constants in Eq. (5) are taken from Table 3 of Thompson and Warren (1982).

The longwave radiation emitted by the Earth’s surface is absorbed by the atmosphere and re-emitted both upward and downward. The net upward longwave radiative flux into the atmosphere can be written as:

\[
Q_{LW} = \varepsilon_s \sigma T_s^4 - \varepsilon_a \sigma T_a^4
\] (6)

where \( T_s \) is the surface temperature and \( \varepsilon_s = 0.94 \) and \( \varepsilon_a \) are the surface and atmospheric emissivities, and \( \sigma = 5.67 \times 10^{-8} \) W m\(^{-2}\) K\(^{-4}\) is the Stefan-Boltzmann constant. The atmospheric emissivity is taken from Fig. 2a of Fanning and Weaver (1996), scaled by 0.98. A bulk parametrization is used for the calculation of the sensible heat flux,

\[
Q_{SH} = \rho_a C_H c_{pa} U(T_s - T_a)
\] (7)

where \( C_H = 0.94 C_E \) (Ischmer et al., 1989) is the Stanton number and \( C_E \) is the Dalton number (see below), and \( U \) is the surface wind speed. We refer the reader to Fanning and Weaver (1996) for an extensive parameter sensitivity study of the stand-alone EMBM to \( \varepsilon_s, \varepsilon_a, T_s \) and \( U \).

The vertically-integrated moisture balance equation is given by,

\[
\rho_o h_q \left\{ \frac{\partial q_a}{\partial t} - \nu \nabla \cdot (\kappa \nabla q_a) \right\} = \rho_o (E - P)
\] (8)

where \( h_q = 1.8 \) km (Peixoto and Oort, 1992) is a constant scale height for specific humidity, \( q_a \) is the surface specific humidity, \( \kappa \) is an eddy diffusivity (Section 4; Fig. 23), \( E \) is evaporation (in m s\(^{-1}\)) or sublimation and \( P \) is precipitation. Evaporation (or sublimation) is calculated from the following bulk formula:

\[
E = \frac{\rho_a C_E U}{\rho_o} \left( q_s(T_s) - q_a \right)
\] (9)

where \( C_E \) is the time-dependent Dalton number calculated according to Eq. (18) of Fanning and Weaver (1996) and \( q_s(T_s) \) is the saturation specific humidity:

\[
q_s(T) = \begin{cases} \frac{c_2 T}{T + c_3} & \text{if } T = T_i \\
\frac{c_4 T}{T + c_5} & \text{otherwise} \end{cases}
\] (10)

where \( T \) is the ocean (\( T_i \)) or ice (\( T_i \)) surface temperature, in the calculation of \( E \) (Eq. (9)), or the air temperature (\( T_a \)) in the calculation of precipitation \( P \) (Eq. (11)). The constants in Eq. (10) are defined as: \( c_1 = 3.80 \text{ g kg}^{-1}, c_2 = 21.87, c_3 = 265.5 \text{ K}, c_4 = 17.67 \) and \( c_5 = 243.5 \text{ K} \) (Bolton, 1980). Precipitation is assumed to occur whenever the relative humidity \( r \) is greater than a specified threshold \( r_{max} = 0.85 \), and is given by:

\[
P = \begin{cases} \frac{\rho_o h_q}{\rho_o \Delta t} \left( q_a - r_{max} q_s(T_a) \right) & \text{if } r > r_{max} \\
0 & \text{otherwise} \end{cases}
\] (11)
where $\Delta t$ is the model time step and $q_s(T_a)$ is the saturation specific humidity at air temperature $T_a$.

No heat or moisture is stored on the land surface, so $E = 0$ and the heat radiated back to the atmosphere from the surface ($Q_{SW} + Q_{SL}$) must equal the shortwave radiation reaching the surface ($Q_{SW}(1 - C_a)$). Over land Eq. (1) becomes:

$$\rho_a h_a c_{pa} \frac{\partial T_a}{\partial t} = Q_T + Q_{SW} + Q_{LH} - Q_{PLW}. \quad (12)$$

Precipitation that falls as rain or accumulated snow (Section 2b) that melts on land, is returned instantaneously to the ocean. The total runoff for a river basin is then divided between specified points (river outflows) and an even distribution along the basin’s coastal points (see Fig. 2).

Orography is felt by the atmosphere in four ways (see Fig. 3). A globally-averaged lapse rate is used to reduce the model’s apparent sea level temperature in calculating the following: the outgoing longwave radiation; the surface air temperature (SAT) dependent planetary co-albedo through the calculation of the areal fraction of terrestrial snow/ice; the saturation specific humidity to determine the amount of precipitation; whether the precipitation will fall as rain or snow. A beneficial consequence of adding orography is that realistic river basins can be used (compare Fig. 2 with Fig. 1 of Weaver et al. (1998)). Using the reduced temperature for calculating outgoing radiation makes the longwave radiation more dependent on topography than is seen in the observations, but it improves the simulated surface temperatures, which are otherwise generally too low over areas of high elevation.

The model includes a full annual cycle of solar insolation for both present and past orbital configurations (Berger, 1978). As such, it is capable of being used for both equilibrium paleoclimate applications (e.g., Weaver et al., 1998) or long transient paleoclimate integrations (e.g., Weaver et al., 2000). A monthly wind stress climatology, created from 40 years (1958–1998) of daily Kalnay et al. (1996) reanalysis data, is used to force the ocean and ice components of the coupled model. This wind stress climatology is also converted to wind speeds for use in the calculation of latent and sensible heat fluxes between the atmosphere and ice or ocean models.

I. PARAMETRIZATION OF WIND STRESS ANOMALIES

It has been suggested (Schiller et al., 1997; Fanning and Weaver, 1997b) that the dynamic response of the atmosphere to SST anomalies has a stabilizing effect on the Atlantic thermohaline circulation. In order to account for this effect in our non-dynamic energy-moisture balance model we follow the idea of Fanning and Weaver (1997b) and parametrize wind stress anomalies in terms of SAT anomalies. The starting point for this parametrization is a linear approximation between the density $\rho$ and air temperature $T_a$ near the surface:

$$\rho = a + bT_a \quad \text{ (13)}$$

As an example we show values of $\rho$ and $T_a$ at 45°N from the mean seasonal cycle of the 15-year European Centre for Medium-Range Weather Forecasts (ECMWF) reanalysis data Gibson et al. (1997) (abbreviated as ERA15) in Fig. 4. The correlation is similarly high at all other latitudes (not shown).

Using the equation of state for dry air it is now possible to express the sea-level pressure $p$ in terms of air temperature $T_a$:

$$p = R \rho T_a = R(aT_a + bT_a^2). \quad (14)$$

where $R = 287 \text{ J kg}^{-1} \text{ K}^{-1}$ is the gas constant for dry air. We use the geostrophic approximation, with Rayleigh damping near the equator, for the calculation of the near-surface wind velocities as follows:

$$- f v + \frac{1}{\rho_a c_e \cos \phi} \frac{\partial p}{\partial \phi} + \frac{u}{\tau} = 0 \quad (15)$$

$$f u + \frac{1}{\rho_a c_e} \frac{\partial p}{\partial \phi} + \frac{v}{\tau} = 0 \quad (16)$$

where $\mathbf{V} = (u, v)$ is the wind velocity vector, and

$$\frac{1}{\tau} = \frac{1}{\tau_0} \exp \left[- \left(\frac{\phi}{15^\circ}\right)^2 \right]. \quad (17)$$

Here $r_e = 6370 \text{ km}$ is the radius of the Earth, $\phi$ is the latitude, and $\lambda$ is the longitude, and $f = 2\Omega \sin(\phi)$ is the Coriolis parameter ($\Omega = 7.29 \times 10^{-5} \text{ s}^{-1}$ is the Earth’s rotation rate). The damping coefficient $\tau_0 = 3600 \text{ s}$ in Eq. (17) is assumed to be constant at all latitudes, although the entire Rayleigh damping term becomes negligible outside of the tropics. Solving Eqs (15) and (16) for the geostrophic velocities yields

$$u = \frac{1}{f^2 + 1/\tau^2} \rho_a \left[ - \frac{1}{c_e \cos \phi} \frac{\partial p}{\partial \phi} - \frac{f}{c_e} \frac{\partial p}{\partial \phi} \right] \quad \text{(18)}$$

$$v = \frac{1}{f^2 + 1/\tau^2} \rho_a \left[ \frac{f}{c_e \cos \phi} \frac{\partial p}{\partial \phi} - \frac{1}{c_e} \frac{\partial p}{\partial \phi} \right]. \quad \text{(19)}$$

Surface wind velocities $\mathbf{V}_s$ are calculated through a rotation and contraction of the wind velocity vector as described in Fanning and Weaver (1997b), namely

$$\mathbf{V}_s = C_s \begin{pmatrix} \cos \psi & -\sin \psi \\ \sin \psi & \cos \psi \end{pmatrix} \mathbf{V}$$

where $C_s = 0.8$ is a contraction factor and $\psi = 20^\circ$ is a rotation angle (positive in the northern hemisphere and negative in the southern hemisphere). The wind stress vector $\boldsymbol{\tau}$ can then be derived from the bulk formula Gill (1982)

$$\boldsymbol{\tau} = c_D \rho_a |\mathbf{V}_s| \mathbf{V}_s \quad \text{(20)}$$

where $c_D = 1 \times 10^{-3}$ is a constant dimensionless drag coefficient.
Fig. 2  River drainage basins: outlines indicate the 32 different river basins used and diamonds indicate discharge points. The size of the diamond indicates the proportion of total basin precipitation that is discharged at the point. Latitudes and longitudes are in the rotated coordinate system.

Fig. 3  Land elevations and ocean depths: contours are every 1000 m. Latitudes and longitudes are in the rotated coordinate system.
While one could use this wind stress approximation to provide mean winds, we only use it to calculate anomalous wind feedbacks that are then added to the mean observational wind field. That is, the model is integrated to equilibrium with specified present-day winds. Any perturbation from the present climate allows us to calculate SAT anomalies, and hence surface pressure anomalies (Eq. (14)). These surface pressure anomalies then allow us to calculate anomalous wind (Eqs (18) and (19)) anomalies which are added to the specified mean fields. This procedure leads to a first-order approximation of dynamical feedbacks associated with changing winds in a changing climate.

In the following we present an evaluation of this parametrization using results from an AGCM, in which wind velocities are explicitly computed. Initial tests showed that the use of global constants for the parameters $a$ and $b$ in Eq. (13) led to results which were not entirely satisfactory, mainly due to the fact that small errors in $a$ and $b$ lead to relatively large errors in the calculation of sea-level pressure in Eq. (14). We therefore allowed $a$ and $b$ to be functions of latitude, but not time. Their values at different latitudes, as calculated from the mean seasonal cycle from ERA15, are shown in Fig. 5. In order to estimate the uncertainty in $a$ and $b$, we also recalculate them using National Centers for Environmental Prediction (NCEP) reanalysis data. While small differences exist (Fig. 5), the general form of the curves is remarkably similar for both reanalysis products.

For the evaluation we use sea-level pressure and near-surface temperature output from two runs (equilibrium control and $2 \times \text{CO}_2$ simulations) conducted using the CCCma second generation AGCM (McFarlane et al., 1992), coupled to a mixed layer ocean model. Geostrophic (frictional near the equator) velocities were computed from Eqs (18) and (19) using the GCM sea-level pressure data, and compared with the velocities arising from the parametrized sea-level pressure field obtained from Eq. (14) using the GCM near-surface temperature data as input. We did this for both the ERA15- and NCEP-derived values of $a$ and $b$, although subsequent sections only use the ERA15 version of the parametrization. Figure 6 shows the zonally-averaged differences in geostrophic velocities between the $2 \times \text{CO}_2$ and control climates over each of the three major ocean basins, as well as over the total ocean. The parametrized geostrophic wind anomalies capture many of the large scale features of the anomalous geostrophic GCM wind fields, although the amplitude of the parametrized field is too large for $u$ in the southern ocean. These differences highlight the limitations of the parametrization although the general shape of the curves is reasonably captured. Differences in the results from the NCEP- and ERA15-derived parametrizations are, in general, much smaller than their respective differences from the GCM wind field. Errors in the calculated surface wind stress would be larger due to the quadratic dependence of wind stress on the wind velocity in Eq. (20). Nevertheless, with these limitations in mind, we suggest that
the parametrization represents a first-order approximation of atmospheric wind feedbacks on the ocean circulation both through changes in sensible and latent heat exchange and changes in wind stress. The comparison of the red and green curves in Fig. 6 also allows us to argue that uncertainty in the physical basis of the parametrization is much larger than uncertainty in the individual constants $a$ and $b$.

**b Atmosphere–Ocean–Sea-Ice Coupling and the Sea-Ice and Snow Subcomponent Models**

Our ESCM of intermediate complexity includes several options for the representation of sea-ice thermodynamics and thickness distribution. We start this section with a discussion of the standard sea-ice model which involves simple two-category (sea ice, open water) thermodynamics (Section 2b1i) and elastic-viscous plastic dynamics (Section 2b1ii). Other more sophisticated thermodynamic components have been developed such as a multi-layer thermodynamic model with heat capacity (Bitz and Lipscomb, 1999) and thickness distribution (Holland et al., 2001; Bitz et al., 2001). The more sophisticated thermodynamical treatment is discussed in Section 2b2 and the more sophisticated thickness distribution options are discussed in Section 2b3.

**1 THE STANDARD SEA-ICE MODEL**

**i Thermodynamics**

The standard representation of thermodynamics in the sea-ice model is the relatively simple zero layer formulation of Semtner (1976), with the lateral growth and melt parametrization of Hibler (1979). This assumes that the ice has no heat capacity and that the surface temperature is in instantaneous balance with the external forcing. The model predicts ice thickness ($H_i$), areal fraction ($A_i$), and ice surface temperature ($T_i$). The ice dynamics (Section 2b1ii) uses the elastic viscous plastic rheology developed by Hunke and Dukowicz (1997). The change in ice thickness over a grid cell is given by:

$$\frac{\partial H_i}{\partial t} = \frac{(Q_b - Q_t)}{\rho_i L_f} - \frac{\rho_o}{\rho_i} E - L(H_i)$$

(21)

where $Q_b$ is the heat flux from the ocean, $Q_t$ is the heat flux from the atmosphere ($Q_o$ and $Q_b$ are assumed to be positive downward), $\rho_i = 913$ and $\rho_o = 1035$ kg m$^{-3}$ are representative values for the ice and water densities, respectively, $L_f = 3.34 \times 10^5$ J kg$^{-1}$ is the latent heat of fusion of ice, $E$ is sublimation given by Eq. (9) and $L(H_i)$ is the horizontal advection of $H_i$ (Appendix B).

Since grid cells are allowed to be partially ice-covered, the total heat flux from the atmosphere is calculated for both the open water ($Q_{to}$) and ice covered ($Q_{ti}$) portions such that:

$$Q_t = (1 - A_i) Q_{to} + A_i Q_{ti}$$

(22)

where $A_i$ is the areal fraction of ice. Over the ocean:

$$Q_{to} = Q_{SW}(1 - C_A) - Q_{LW} - Q_{SH} - \rho_o L_c E$$

(23)
and similarly over ice:

\[ Q_h = Q_{SW}(1 - C_A) - Q_{LW} - Q_{SH} - \rho_o L_f E \]  

(24)

where \( L_f \) is the latent heat of sublimation.

The heat flux from the ocean is calculated according to McPhee (1992)

\[ Q_b = c_h u_s (T_f - T_o) \rho_o \]  

(25)

where \( c_h = 0.0058 \) is an empirical constant, \( u_s = 0.02 \) m s\(^{-1}\) is the skin friction velocity, \( \rho_o = 4044 \) J kg\(^{-1}\) K\(^{-1}\) is the specific heat of sea water under ice at constant pressure. Note that Eq. (25) is equivalent to relaxing the temperature of the uppermost ocean grid box, with thickness \( \Delta z = 50 \) m, to the salinity-dependent freezing point \( T_f(S_o) \), with a timescale of 5 days (here \( S_o \) is the salinity at the uppermost ocean level). The change in ice areal fraction depends on the growth rates over ice-covered and open water areas.

\[
\frac{\partial A_i}{\partial t} = \begin{cases} 
\frac{(1 - A_i)}{H_0} \frac{(Q_b - Q_{ho})}{\rho_i L_f} & \text{if } Q_{ho} < Q_b \\
0 & \text{otherwise}
\end{cases}
\]

\[
+ \left[ \frac{A_i}{2H_i} \left( \frac{(Q_h - Q_i)}{\rho_i L_f} - \frac{\rho_o}{\rho_i} E \right) \right] & \text{if } Q_i > Q_b
\]

\[- L(A_i) & \text{otherwise}
\]

(26)

where \( H_0 = 0.01 \) m is a demarcation thickness between thick and thin ice.

The first term on the right-hand side of Eq. (26) parameterizes the change in area under freezing conditions, where the open water portion \( (1 - A_i) \) exponentially decays with time constant \( H_0 / \rho_i L_f (Q_b - Q_{ho}) \). The second term parameterizes melting and assumes that all ice is uniformly distributed in thickness between 0 and \( 2H_i/A_i \). Assuming uniform melting over time \( \Delta t \), this term opens up an area where thickness is less than \( -((Q_h - Q_i) / \rho_i L_f - E) \Delta t \).

The surface temperature is calculated by equating the conductive flux through the ice (and snow) with the energy flux at the surface

\[
\frac{T_i - T_f}{H_i + H_s} = Q_h(T_f) \]  

(27)

where \( I_{cond} = 2.166 \) W m\(^{-1}\) K\(^{-1}\) is a constant ice conductivity (and \( H_i = 0.31 \) W m\(^{-1}\) K\(^{-1}\) are the thickness and conductivity of snow respectively). The maximum value of \( T_i \) is limited to the freezing temperature.

**ii Dynamics**

The ice dynamics are governed by the momentum balance:

\[
m \frac{\partial \mathbf{u}}{\partial t} = \nabla \cdot \mathbf{\sigma} - m/k \times \mathbf{u} + \tau_a + \tau_w - mg \nabla H \]  

(28)

where \( m \) is the ice mass per unit area, \( \mathbf{u} \) is the ice velocity, \( \mathbf{\sigma} \) is the internal stress tensor, \( f \) is the Coriolis parameter, \( k \) is the unit normal vector in the vertical, \( \tau_a \) and \( \tau_w \) are the atmospheric (wind) and oceanic stresses, \( H \) is the sea surface dynamic height, \( g = 9.81 \) m s\(^{-2}\) is the acceleration due to gravity. Ice acceleration and nonlinear advection terms are neglected. The internal stress tensor is solved from the elastic viscous plastic constitutive law described by Hunke and Dukowicz (1997):

\[
\frac{1}{E} \frac{\partial \sigma_{ij}}{\partial t} + \frac{1}{2\eta} \sigma_{ij} + \frac{\eta - \zeta}{4\eta\zeta} \sigma_{kk} \delta_{ij} + \frac{P}{4\zeta} \delta_{ij} = \dot{e}_{ij} \]  

(29)

where \( E \) is Young’s modulus (dependent on model resolution), \( \eta \) and \( \zeta \) are shear and bulk viscosities (which depend on \( \dot{e}_{ij} \) and \( P \)), \( P \) here is the pressure (which is a function of ice thickness and area), \( \delta_{ij} \) is the Kronecker delta and \( \dot{e}_{ij} \) is the strain rate tensor. This formulation adds an elastic component to the viscous plastic rheology described by Hibler (1979). It approximates the viscous-plastic solution on timescales associated with the wind forcing through the inclusion of artificial elastic waves that allow for an efficient numerical solution technique using an explicit timestep.

The oceanic stress is given by:

\[
\tau_w = \rho_o C_w [U_w - \mathbf{u}] |(U_w - \mathbf{u})| \cos \theta + k \times (U_w - \mathbf{u}) \sin \theta \]  

(30)

where \( C_w = 0.0055 \) is the water drag coefficient, \( U_w \) are the geostrophic ocean currents and \( \theta = 25° \) is a turning angle. The tilt term \( -mg \nabla H \) is calculated using geostrophy and approximating \( U_w \) by the second ocean level velocities.

**2 SNOW**

Precipitation falls as snow when the SAT (reduced with elevation at a prescribed lapse rate) falls below a critical value (usually ~5°C). Snow allows for storage of moisture over land and, if complete melt does not occur, can be used as a primitive (non-dynamic) ice sheet model. Snow is not only important in creating a seasonal runoff but its presence also changes the value of the planetary albedo. The albedo is smoothly changed when the SAT falls below the critical value for snowfall (~5°C) and reaches its maximum at ~10°C. The albedo is also changed smoothly with the depth of snow, reaching a maximum when the average snow depth reaches 1 m. Over land, snow melt occurs once the SAT reaches the critical value for snowfall (~5°C) and reaches its maximum at ~10°C. The latent heat used to melt snow is taken from the atmosphere (see Eq. (4) with \( P \) interpreted as snow melt). Once snow accumulation is greater than 10 m, the model treats any further accumulation as rain. Optionally, for paleoclimate simulations snow thickness may be accumulated over land (up to some thickness limit).

Over sea ice snow is treated as part of the surface energy balance (Eq. (27)) with heat from the atmosphere preferentially melting snow and heat from the ocean preferentially melting ice. If all of the ice melts or there is no ice, snow is converted to water and placed in the ocean, with the necessary...
Fig. 6 Geostrophic (frictional near the equator) wind velocity anomalies for a doubling of CO₂. Zonal (upper four panels) and meridional (lower four panels) velocities were zonally averaged over the individual ocean basins and smoothed with a 10° sliding window to suppress small scale variability. Parameters $a$ and $b$ Eq. (13) are derived from ERA15 (red lines) and NCEP (green lines).
latent heat coming from the atmosphere. If the weight of accumulated snow is sufficient to push the ice-snow interface below the ocean surface, then the snow that would otherwise be submerged is converted to ice.

3 OTHER SEA-ICE MODEL OPTIONS

i Ice thickness distribution

A sub-gridscale Ice Thickness Distribution (ITD) (Thorndike et al., 1975) is incorporated into the model using the formulation of Hibler (1980) and Plato and Hibler (1995). This allows an arbitrary number of ice thickness categories within each model grid cell. The thermodynamic evolution of each category is independent of other categories with different fluxes computed at the ice-ocean and ice-atmosphere interfaces. The thickness distribution function is defined following Thorndike et al. (1975) as

$$\int_{h_1}^{h_2} g(h)dh = \frac{1}{\Gamma} \gamma(h_1, h_2) \tag{31}$$

where $\Gamma$ is the total area of some fixed region, and $\gamma(h_1, h_2)$ is the area within $\Gamma$ covered by ice of thickness $h$ in the range $h_1 < h < h_2$. This distribution evolves according to

$$\frac{\partial g(h)}{\partial t} = -\nabla \cdot (u g) - \frac{\partial}{\partial h} \left( f g \right) + \Psi + F_L \tag{32}$$

where here $f$ is the thermodynamic growth rate and $F_L$ is the modification of the ITD due to lateral melting. $\Psi$, the “redistribution” function, describes how ice is redistributed among the various thickness categories due, for example, to deformation events in which thin ice is ridged into thicker categories. A detailed description of the formulation of this function can be found in Plato and Hibler (1995). The compressive strength of the ice cover is computed as a function of the ITD, following Rothrock (1975). A description of the theory and numerical method used to solve for the compressive strength is discussed in Hibler (1980).

ii Ice thickness distribution and multi-layer thermodynamics

Another formulation of the ice-thickness distribution of Thorndike et al. (1975) has been developed with the UVic ESCM by Bitz et al. (2001) in which each category has a single thickness of ice which varies in response to ice growth/melt, advection, and deformation. This ice thickness distribution model has more in common with that shown in Rothrock (1986) where the interpolation process was eliminated and each category was allowed to vary freely in thickness for a one-year simulation. The number of categories is limited by constraining each category to lie between lower and upper thickness limits that are fixed. When a category outgrows its limits, the ice is transferred from one category to another, where it is merged with ice that may already exist by conserving volume, energy and area.

The thickness-distribution, $g(h)$, for $M$ categories is written

$$g(h) = g_0 \delta(h) + \sum_{i=1}^{M} g_i \delta(h - H_i) \tag{33}$$

where $M$ is the number of ice categories, $\delta(h)$ is the Dirac delta function, and $g_i$ is the concentration within category $i$ (category 0 is open water). The evolution of horizontal ice concentration and ice volume per unit area, $V_i$, for each category is governed by a pair of continuity equations

$$\frac{\partial g_i}{\partial t} = -\nabla \cdot (u g_i) + \Psi_i + \zeta_i \tag{34}$$

and

$$\frac{\partial V_i}{\partial t} = -\nabla \cdot (u V_i) + \Theta_i + \nu_i \tag{35}$$

respectively, where $u$ is the velocity of the ice, $\Psi_i$ and $\Theta_i$ are contributions by mechanical redistribution (Thorndike et al., 1975), and $\zeta_i$ and $\nu_i$ are contributions by thermodynamic processes. Employing a vertical coordinate that is normalized by the sea-ice thickness, $z_i = z/h_i$, the energy of melting, $E_i(z_i)$ evolves according to

$$\frac{\partial E_i}{\partial t} = -\nabla \cdot (u E_i) + \Pi_i + \epsilon_i \tag{36}$$

where $\Pi_i(z_i)$ is the contribution by mechanical redistribution and $\epsilon_i(z_i)$ is the contribution by thermodynamic processes.

Vertical heat conduction and storage in the sea ice are governed by the heat equation. The vertical temperature profile is resolved in the ice in roughly 50-cm intervals, so the number of vertical layers $N_i$ for category $i$ depends on the thickness limits for that category. Following Bitz and Lipscomb (1999), the amount of energy needed to melt a unit volume of sea ice with salinity $S$ at temperature $T$ in Celsius, is equal to

$$q(S,T) = \rho_i c_i (\mu S - T) + \rho_i L_f \left( 1 + \frac{\mu S}{T} \right) \tag{37}$$

where $c_i = 2054$ J kg$^{-1}$ K$^{-1}$ and $L_f = 3.34 \times 10^5$ J kg$^{-1}$ K$^{-1}$ are the heat capacity and latent heat of fusion for fresh ice and $\mu = 0.054°C$ psu$^{-1}$ is the empirical constant from the linear approximation relating the melting temperature and the salinity of sea ice $T_m = -\mu S$. Thus the energy of melting for layer $l$ in category $i$ in Eq. (36) is

$$E_{i,l} = q(S_{i,l}, T_{i,l}) \frac{V_i}{N_i}. \tag{38}$$

In Eqs (37) and (38), the salinity profile is specified to vary from 0 psu at the top to 3.2 psu at the bottom according to the
observations of Schwarzacher (1959), but the ice is assumed to be fresh for purposes of computing the freshwater exchange between sea ice and the atmosphere or ocean. For more details see Bitz et al. (2001).

**4 CONTINENTAL ICE DYNAMICS MODEL AND COUPLING STRATEGY**

Our ESCM includes the Continental Ice Dynamics Model (CIDM) that was developed at the University of British Columbia (Marshall, 1996; Marshall and Clarke, 1997a, 1997b). The reader is referred to Yoshimori et al. (2001) for a detailed evaluation of its performance and an application to the last glacial termination. Generally, glaciers can move due to the superposition of three mechanisms: 1) internal deformation of ice (creep); 2) basal sliding; and 3) subglacial sediment (bed) deformation (Alley, 1989; Paterson, 1994). Flow in most regions of an ice sheet is through internal deformation, whereas ice streams and surge lobes flow by the last two mechanisms. The CIDM models the first mechanism based on the vertically-integrated mass balance equation and three-dimensional momentum equations under the shallow ice approximation, in which the flow is approximated as vertical shear deformation with no horizontal shear deformation (Hutter, 1983, 1993). As an ice rheology in the constitutive equations, the traditional Glen’s flow law is employed in which ice is treated as nonlinear (power law) viscous material (Glen, 1955, 1958; Paterson, 1994).

To investigate first-order continental ice dynamics and the coupled influence of land ice on the climate, we adopt a simple approach. Ice is approximated as isothermal and the vertically-integrated mass balance equation is written as

\[
\frac{\partial H_i}{\partial t} + \nabla_h \cdot (\nabla_h H_i) = M
\]

where \(H_i\) is ice thickness, \(\nabla_h\) is the vertically-averaged horizontal velocity, \(M\) is the net accumulation, \(t\) is time, and \(\nabla_h\) is a horizontal gradient operator. The vertically-integrated horizontal volume flux is written as

\[
\nabla_h H_i = -\frac{2A(T)}{n+2} \left( \rho_i g \right)^n H_i^{n+2} \nabla_h h_s^{n-1} \nabla_h h_s
\]

where \(\rho_i\) is ice density, \(g\) is the gravitational acceleration, \(h_s\) is the surface elevation. The flow law exponent \(n\) of Glen’s flow law is set to 3, which it typical for ice sheet studies (Paterson, 1994). Therefore, the volume flux varies with ice thickness to the power 5 and surface slope to the power 3. Also, the flow law coefficient is given by

\[
A(T) = m A_0 e^{(-Q/TR)}
\]

where \(T\) is the ice temperature, \(R\) is the ideal gas constant, \(A_0\) is 1.14 \times 10^{-5} \text{ Pa}^{-3} \text{ yr}^{-1} (T < 263.15 \text{ K}) and 5.47 \times 10^{10} \text{ Pa}^{-3} \text{ yr}^{-1} (T \geq 263.15 \text{ K}), and \(Q\), the activation energy, is 60 kJ mol\(^{-1}\) (\(T < 263.15 \text{ K}\)) and 139 kJ mol\(^{-1}\) (\(T \geq 263.15 \text{ K}\)). The enhancement factor \(m\) accounting for the softening of ice due to impurities, meltwater, and crystal fabric is set to 3 (van de Wal, 1999). We use a uniform (effective) ice temperature of \(-15\text{°C}\) representative of the lower ice column, where most internal deformation occurs. Although this value is too cold and makes the ice too stiff in some regions, it is a reasonable average of warm- and cold-based regions within ice rheology uncertainties.

In general, the bedrock responds to the varying ice load through an elastic deformation of the lithosphere and a viscous flow in the asthenosphere. The resulting uplift and depression of the bedrock is approximated by local displacement of mantle material, and neglect of the lithosphere flexure. A local response type isostatic adjustment is applied, in which the response is relaxed to a local isostatic equilibrium:

\[
\frac{\partial h_b}{\partial t} = -\frac{1}{\tau} \left( h_b + \rho \frac{H_i - h_b^0}{\rho} \right)
\]

where \(h_b\) is the bedrock elevation, \(\tau = 0.277\) is the ratio of ice density to bedrock density, \(h_b^0\) is the undisturbed (ice-free) equilibrium bedrock elevation, and \(\tau\) is the relaxation time set to 3,000 years here (Peltier and Marshall, 1995; Tarasov and Peltier, 1997).

We do not permit basal sliding or ice stream development and, as a first step, we use the same resolution in the CIDM as the climate model (3.6° x 1.8°), although we are working towards refining the resolution of the ice-sheet model and sub-gridscale topographic effects on ice-sheet evolution. Our current resolution is rather coarse for the proper representation of ice dynamics and mass balance, particularly in marginal-ice regions. However, this resolution permits easy and consistent coupling with the climate model, while providing a first look at the coupled problem.

In nature, ice accumulation occurs through snowfall, deposition of water vapour from the atmosphere (negligible), refreezing of melt water, and freezing of rain; while ice depletion occurs by sublimation, surface or basal melting, and calving in the ocean. For simplicity, we assume the dominant factors to be snowfall, surface melting and calving. Snowfall and surface melting are provided by the atmospheric model and we assume instantaneous calving and subsequent melting covering the ocean, i.e., no ice is allowed over the ocean except sea ice.

Because of the slow response time of ice sheets relative to other climate system components, an asynchronous coupling strategy is adopted. When coupled, we integrate the climate model for 10 years, average the net surface accumulation over this period, and pass it to the CIDM as a boundary condition. The CIDM is then integrated for 2,000 years with a 10-year time step and the average ice thickness and surface elevation are returned to the climate model. This cycle is repeated until both models reach steady state.

As our ice sheet model is currently used only for equilibrium paleoclimate simulations, all precipitation occurring over land in the atmospheric model is passed instantaneously into
the oceanic component (Fig. 2) regardless of whether it is rain or snow. This differs from the case where the climate model is run without the interactive CIDM, where snow remains on land until it melts. As mentioned above, to allow for ice-sheet growth the net snow accumulation is passed to the CIDM, although no melt water is passed to the oceanic component since the original source of the melt water (i.e., snow) is already passed to the ocean model when it falls on land. This is done to avoid making the ocean unstable through massive freshwater discharge owing to the asynchronous coupling which could allow the ice to be transported and piled up in an incompatibly warm location. The atmospheric model has no limitation on the amount of surface melting as long as ice exists. Therefore, it is possible that the ice accumulated in the 2,000-year CIDM integration segment could melt away during one atmosphere/ocean/sea-ice model integration segment (10 years). This strategy also allows arbitrary initial conditions for ice thickness. For example, this prevents the oceanic component becoming unstable due to flooding even when the LGM ice sheets are imposed as an initial condition in an incompatibly warm climate, which is inevitable for sensitivity experiments under perpetual forcing.

In summary, the net surface accumulation is calculated in the atmospheric model and passed to the CIDM. Ice thickness is then calculated in the CIDM and passed to the atmospheric model. There is no direct exchange of freshwater between the CIDM and the oceanic component. As a result, the total amount of moisture is strictly conserved within the climate model. Therefore, the model does not yet include the effects of the meltwater discharge on the ocean circulation, nor the effects of changes in continental ice volume on the ocean mean salinity. This latter issue is dealt with through modifying the initial global mean ocean salinity, according to proxy reconstructions, prior to integrating the model to equilibrium.

With these limitations in mind, it is very satisfying to find that simulated and observed present-day ice sheets agree well (Fig. 7) in both hemispheres (Yoshimori et al., 2001), although we tend to overestimate slightly their thickness. The maximum ice thickness near the Greenland summit is 3867 m in the model and about 3050 m in the observed field, whereas near Vostok in Antarctica, the simulated field is 4753 m thick versus 4150 m in observation. Differences between observed and simulated fields tend to be larger near margins due to the coarse resolution of our CIDM and hence its inability to capture sharp surface slopes there. These maximum values can be easily reduced by changing the ice dynamics flow parameter, although we have shown figures here that are consistent with those in Yoshimori et al. (2001).

c Ocean Model

The oceanic component of the coupled model is the Geophysical Fluid Dynamics Laboratory (GFDL) Modular Ocean Model (MOM) version 2.2 (Pacanowski, 1995). MOM is based on the Navier Stokes equations subject to the Boussinesq and hydrostatic approximations. The momentum and tracer equations in spherical geometry are:

\[
\frac{\partial u}{\partial t} = \frac{-1}{\rho_o r_e \cos \phi} \frac{\partial p}{\partial \lambda} + \frac{\partial}{\partial z} \left( A_v \frac{\partial u}{\partial z} \right) + \mathcal{F}(A_h, u, v)
\]

\[
+ \frac{uv \tan \phi}{r_e} + fv - L(u)
\]

(43)

\[
\frac{\partial v}{\partial t} = \frac{-1}{\rho_o r_e \partial \phi} + \frac{\partial}{\partial z} \left( A_v \frac{\partial v}{\partial z} \right) + \mathcal{F}(A_h, v, -u)
\]

\[- \frac{u^2 \tan \phi}{r_e} - fu - L(v)
\]

(44)

\[
\frac{\partial T}{\partial t} + L(T) = \frac{\partial}{\partial z} \left( k_e \frac{\partial T}{\partial z} \right) + \nabla (k_h \nabla T)
\]

(45)

\[
\frac{\partial S}{\partial t} + L(S) = \frac{\partial}{\partial z} \left( k_e \frac{\partial S}{\partial z} \right) + \nabla (k_h \nabla S)
\]

(46)

\[
\frac{\partial w}{\partial z} + \frac{1}{r_e \cos \phi} \left( \frac{\partial u}{\partial \lambda} + \frac{\partial (v \cos \phi)}{\partial \phi} \right) = 0
\]

(47)

\[
\frac{\partial p}{\partial z} = -g \rho
\]

(48)

where \( u, v \) and \( w \) are the velocity components in the zonal, meridional and vertical directions respectively, \( f \) is the Coriolis parameter, \( r_e \) is the radius of the earth, \( p \) is the pressure, \( \rho_o \) is a representative density for sea water, \( t \) is time, \( g \) is the acceleration due to gravity, and \( A_v = 1 \times 10^{-3} \text{m}^2\text{s}^{-1} \) is the vertical eddy viscosity. \( \mathcal{F} \) is the horizontal Laplacian operator (Appendix B) representing the horizontal mixing of momentum given an eddy viscosity \( A_h = 2.5 \times 10^5 \text{m}^2\text{s}^{-1} \) and \( L \) is the advection operator (Appendix B). The ocean density \( \rho \) of sea water is a nonlinear function of potential temperature \( T \), salinity \( S \) and pressure (UNESCO, 1981). A horizontal diffusivity of \( k_h = 2 \times 10^3 \text{m}^2\text{s}^{-1} \) and a modified form of the Bryan and Lewis (1979) vertical distribution of vertical diffusivity, ranging from \( k_v = 6 \times 10^{-5} \text{m}^2\text{s}^{-1} \) in the thermocline to \( k_v = 1.6 \times 10^{-4} \text{m}^2\text{s}^{-1} \) in the deep ocean, are used.

While the climatology discussed in Section 3 is based on integrations using the standard horizontal/vertical diffusive approach, detailed sensitivity studies have also been done using different parametrizations of sub-gridscale mixing. For example, the Gent and McWilliams (1990) parametrization for mixing associated with mesoscale-eddies, in which the diffusion tensor is rotated along isopycnals and isopycnal thickness diffusion is introduced to account for the removal of potential energy from the stratification due to baroclinic instability, has been shown to improve certain aspects of our model climatology (Robitaille and Weaver, 1995; Wiebe and Weaver, 1999; Duffy et al., 1999, 2001). The model also incorporates a param-
etrisation of brine rejection during sea-ice formation (Duffy and Calderia, 1997) that substantially improves our representation of intermediate water properties (Duffy et al., 1999, 2001).

At the surface, the model is driven by both wind stress and surface buoyancy forcing. Since it is unphysical for ocean temperatures to fall below freezing, the ocean model always calculates the maximum amount of heat available in the first layer ($Q_b$; Eq. (25)) which may be given to either the atmosphere or sea ice. The net heat $Q_H$ and implied salinity $Q_S$ fluxes into the ocean are then,

$$Q_H = (1 - A_i) Q_{to} + A_i Q_b$$

$$Q_S = \rho_o S^* \left( E - P - R + \frac{Q_b - Q_i}{\rho_o L_f} \right)$$

where $S^* = 34.9$ psu is a representative salinity for the ocean and $R$ is the runoff from land. Here $Q_{to}$, $Q_i$ and $Q_b$ are given by Eqs (23), (22) and (25), respectively, and all heat fluxes in Eqs (49) and (50) are defined as positive downward. As such, $Q_b$ is always negative as the top level ocean temperature is always above the freezing point of water $T_f$ (calculated according to Fofonoff and Millard (1983)).

The horizontal grid resolution is the same as that used in the atmosphere and sea-ice models and the vertical grid has 19 unequally spaced levels that vary smoothly in size, following a parabolic profile, from 50 m at the surface to 518 m at the deepest level (with bottom at 5396 m). The ocean bathymetry is taken from the Suarez and Takacs (1986) dataset. We used a raised cosine filter in both directions (latitude and longitude) to produce a weighted average for all of the bathymetry in a given grid box. In this approach, the data

Fig. 7 Comparison between observed (b and d) and simulated (a and c) present-day ice sheets for the northern hemisphere (a and b) and southern hemisphere (c and d).
at the centre have the highest weight and the data at the edges have zero weight. In between, the weight is given a raised cosine functional form so that it slowly and smoothly varies from the highest weight unit it approaches zero. The sum of the weights is normalized to 1.0. Five islands were included: Madagascar, Australia, New Guinea, New Zealand and Spitsbergen. An unrealistic hole in the Lomonosov Ridge that was present in the Suarez and Takacs (1986) dataset (near the pole) was filled such that the maximum depth along the ridge was 2000 m. Due to the coarse resolution of our model, and since we require at least two tracer points across a strait for a baroclinic transport to exist, Fram, Hudson, Madagascar and the Gibraltar Straits are all wider than in reality. Bering Strait is not open in the version of the model discussed here. Flow over deep sills, such as over the Greenland-Iceland-Faroes rise are fundamental to processes involved in North Atlantic Deep Water (NADW) formation. As we neither resolve the small-scale troughs through these sills, nor currently parametrize their effects, we had to deepen Denmark Strait to 700 m and remove Iceland in order to improve the northward transport of heat in the North Atlantic.

**d Coupling**

Coupling between the atmosphere/sea-ice models and the ocean model is done every two ocean time steps, by which time the atmosphere and sea ice have completed four time steps. In the ocean we use a longer time step to integrate the tracer equations than the baroclinic velocity and barotropic vorticity equations. No time step splitting with depth (Bryan, 1984) is used.

Since each component uses a leapfrog time stepping scheme with an intermittent Forward Euler mixing time step, a special technique was used to calculate the fluxes exchanged between components to ensure that heat and freshwater were conserved exactly. If the number of time steps between mixing is limited to an even number, and the number of time steps that each subcomponent model completes between coupling is also an even number, then the average flux can be calculated by averaging the fluxes from every other time step (see Fig. 8). That is, only the fluxes that determined the final state of a particular subcomponent model at the time step of coupling are averaged. Coupling in this manner is extremely useful in finding any potential conservation errors within and between models. As an example, we show the total globally-averaged difference in heat and equivalent freshwater from the initial condition in a 100-year run (Fig. 9). Unlike salt and equivalent freshwater, which form a closed system in the model, heat is both gained from and lost to space. As such, the total heat calculation also subtracts any net heat to/from space since the start of the run. A least squares fit of the data shows a drift of about 1 TJ per 100 years or 31 W (6 \times 10^{-14} \text{ W m}^{-2}) for heat and about 0.5 Gg per 100 years or 15 mg s^{-1} (3 \times 10^{-14} \text{ mg}^{-1} \text{ s}^{-1} \text{ m}^{-2}) for freshwater, which is close to machine precision and most likely due to truncation error. In other words, the amount of drift globally in our coupled climate model is the equivalent of not accounting for a low wattage light bulb and a rapidly dripping faucet acting over the surface of the entire Earth. Ensuring that at least two time steps were completed for any model before coupling also increased the stability of the coupled model permitting the use of longer time steps.

### 3 Present-day climate simulation

As noted earlier, the standard version of our ESCM uses the standard representation of sea-ice (Section 2b1) thermodynamics (Section 2b1i) and dynamics (Section 2b1ii), as well as a diffusive representation for moisture transport. In this section we describe the control climatology of the ESCM under present-day radiative forcing. This typically involves 2000 years of integration by which time annually-averaged surface fluxes are close to zero. In the next section, we show the dramatic improvements that are realized when moisture transport is treated through advection instead of diffusion.

**a Atmosphere**

The equilibrium (after 2000 years) present-day atmospheric SAT and its difference from the annually-averaged NCEP Kalnay et al. (1996) reanalysis climatology (Fig. 10), shows good agreement with observations, especially on the zonal mean (Fig. 10). The global and annual mean model SAT is 13.9°C which differs from the NCEP climatology by only 0.12°C, and a similarly reasonable agreement with NCEP reanalysis data is seen in the seasonal cycle (e.g., Table 1). Of course there are local regions in the model where differences are larger. For example, over land, Antarctica and most high elevation regions are cooler than NCEP while the north-east coast of North America and Asia are warmer. Some of this discrepancy may be attributed to our use of a constant atmospheric lapse rate (6.5°C km^{-1}), but more likely the differences arise from our lack of vegetation and land surface feedbacks on SAT, as well as the lack of atmospheric dynamics (stationary waves, vertical motion etc. — see Section 4). That is, in our model, the planetary albedo is independent of land surface vegetation type and there is no latent or sensible heat exchange between the land and atmosphere.

Over the ocean, the North Atlantic is cooler than in the observations which, as we will discuss, is due to the slightly more extensive sea-ice extent than is observed in this region. The latter arises from the fact that NADW formation tends to occur slightly too far south, as is common in most ocean GCMs without an explicit representation of bottom boundary layers or a parametrization for flow over sills. In the Southern Ocean, the model is slightly too warm, although this feature can be improved with the inclusion of the Gent and McWilliams (1990) parametrization for mixing associated with mesoscale eddies (Duffy et al., 1999, 2001).

As noted by Fanning and Weaver (1996), representing moisture advection as a diffusive process is a useful simplification in attempting to develop an idealized atmospheric model suitable for long-timescale paleoclimate sensitivity studies, as the gross features of the precipitation and evaporation fields can be captured. Nevertheless, this approach has serious short-comings as highlighted by the fact that tropical moisture transport, through surface trade winds and their subsequent...
convergence on the equator, is actually an up-gradient process. As discussed in Section 4 (see Fig. 23), we attempted to minimize these differences by allowing the moisture diffusion parameter to vary as a function of latitude.

When averaged globally, our total winter precipitation of 2.78 mm d\(^{-1}\), and summer precipitation of 2.67 mm d\(^{-1}\), are quite similar to both NCEP reanalysis data as well as the results from other coupled models (Table 2). Nevertheless, the two-dimensional field is far too diffuse (Fig. 11a), even in the zonal average (Fig. 11c), to be considered an accurate representation of observations (Fig. 11b). Our representation of evaporation, which does not rely on unresolved atmospheric processes, bears much better resemblance to the observed field (Fig. 12), although it slightly overestimates evaporation in the subtropical gyres. When combined (Fig. 13), the total evaporation minus precipitation field is more diffuse than in reality with the largest differences in the region of the Intertropical Convergence Zone (ITCZ) where moisture transport is up-gradient and so can’t be represented by a down-gradient diffusive process.

**b Ocean**

Over the ocean, the atmospheric surface temperature field shown in Fig. 10a is tightly coupled to the simulated SST field (Fig. 14a), although it is smoother as anomalies tend to diffuse in the atmosphere. The simulated SST shows good agreement with the annual mean observations of Levitus and Boyer (1994) as illustrated in Fig. 14b, especially in the zonal mean (Fig. 14c), and the global average (18.3°C, about 0.05°C colder than that obtained from the Levitus climatology). Nevertheless, some large differences exist. In the southern Indian Ocean and near the mid-latitude coasts of the Pacific and Atlantic, simulated SSTs are too warm, while the Gulf of Alaska and Greenland-Iceland-Norwegian (GIN) Seas are too cold. The SST errors in the North Atlantic are largely attributable to the Gulf Stream separating too far north and not penetrating far enough into the GIN seas to keep them ice free. Similarly, in the Pacific, the Kuroshio separation is too far north and not enough warm water reaches the Gulf of Alaska. These are common errors found in coarse resolution coupled models that do not employ flux adjustments.

The large positive difference between simulated and observed fields in the southern Indian Ocean is a consequence of the Antarctic Circumpolar Current being steered southward by the Kerguelen plateau and bringing relatively warm waters poleward. This tends to reduce the sea-ice extent simulated off the coast of Antarctica between the African and Australian continents. The warmer than observed areas off the west coasts of North and South America as well as Africa, coincide with areas of known marine stratuscumulous cloud formation in the atmosphere. These are not treated in our atmospheric model, nor well, if at all in atmospheric GCMs, and so we overestimate the amount of incident solar radiation at the ocean surface, leading to warmer than observed SSTs. The lack of a cloud scheme may also account for discrepancies in other areas.

The simulated sea surface salinity (SSS) field (Fig. 15a) tends to be more uniform than observations (Figs 15b and 15c), although the global average is similar (34.75 psu simulated — a difference of only 0.04 psu from the Levitus et al. (1994) climatology). The most significant differences arise in the middle of subtropical gyres, where simulated salinities are too fresh; in the Arctic, where simulated salinities are too large; in the GIN Sea region, where salinities are too fresh; in the Antarctic Circumpolar Current, where salinities are too large. As noted in the next section, the surface salinity errors found in the subtropical gyre regions and the Arctic are largely eliminated when moisture transport is accomplished through advection rather than through diffusion. This follows since high pressure centres tend to be associated with descending air and surface divergence, advecting moisture away from the region. The diffusive representation of moisture transport, on the other hand, always transports moisture down gradient and hence even into high pressure centres such as those associated with the semipermanent subtropical and Arctic highs. The salinity discrepancy in the GIN Sea region is, as noted earlier,
once more associated with our inability to transport surface waters effectively across the Iceland-Faroes ridge, leading to NADW formation occurring too far to the south. We hope to alleviate this problem through the development of a new bottom boundary layer parametrization for flow over sills.

Finally, the saltier than observed waters in the Antarctic Circumpolar Current region arise from our use of a horizontal/vertical ocean diffusion scheme. Although not in this standard version of our model, Robitaille and Weaver (1995), Duffy et al. (1999, 2001), and Wiebe and Weaver (1999) showed that when the diffusion tensor is rotated along isopycnals, and the Gent and McWilliams (1990) parametrization for mixing associated with mesoscale eddies is included, these discrepancies are greatly reduced. These parametrizations reduce spurious convection in the Southern Ocean, and so fresh surface waters are mixed less with more saline deeper waters. In addition, spurious meridional cross isopycnal diffusion of more saline subtropical waters into higher latitudes is eliminated. The net effect of including the Gent and McWilliams (1990) parametrization together with isopycnal mixing is to keep the surface ocean more fresh. Finally, as discussed in Duffy et al. (1999, 2001), a more realistic treatment of brine rejection, in which salinity is mixed to depth (which depends on a prescribed density contrast) during the process of sea-ice formation, improves the representation of the southern hemisphere water masses.

The global zonally-averaged potential temperature and salinity fields (Figs 16 and 17, respectively) show features typical of coarse resolution ocean models which do not incorporate isopycnal mixing and the Gent and McWilliams (1990) parametrization for mixing associated with mesoscale eddies. The thermocline is deeper than observed, so that positive potential temperature anomalies are evident (Fig. 16b). Similarly, in the subtropical gyre regions, which were too fresh at the surface (Fig. 15), subduction causes further freshening at depth (Fig. 17b). While the properties of the deep waters are reasonably well captured, the formation of relatively fresh, Antarctic Intermediate Water (AAIW) is not captured. As noted earlier and discussed in Duffy et al. (1999), AAIW formation is much better simulated when an improved parametrization for sub-grid scale brine rejection, that occurs during the formation of sea ice around Antarctica, is incorporated (see also Section 3d). As we will see in Section 4, further improvements to the salinity distribution are realized when moisture transport is accomplished through advection rather than diffusion.

The meridional overturning in the Atlantic (Fig. 18a) indicates that about 18 Sv of NADW formation occurs in the model, although, as noted earlier, there is a tendency for it to form too far south. About 12 Sv of this NADW is transported across the equator into the South Atlantic. AABW (Fig. 18b), formed in the Ross and Wedell Seas, extends to about 30°N, filling the deep North Atlantic up to a depth of about 3000 m.

### Sea Ice

Even in its standard form, the sea-ice model used in the UVic ESCM is quite sophisticated when compared to those in use in most coupled atmosphere-ocean GCMs. When compared to these same models (Table 3), the resulting seasonal climatology of the UVic ESCM ranks very high (for both sea ice and snow cover combined and considered separately). Even so, the fact that NADW forms too far south (Fig. 18a) leads to a sea-ice cover that extends too far south in the North Atlantic, especially in winter (Fig. 19). Winds in the Arctic cause the sea ice to pile up on the northern coast of Canada and north-west Greenland where a maximum thickness of slightly over 4 m is simulated. Averaged over the entire Arctic Ocean, sea ice is about 1 m thick. In the southern hemisphere, sea ice typically forms to a thickness of 20 cm, consistent with observations, although it is thicker near the coast. Very little sea ice forms off the coast of Antarctica south of Australia due to the Antarctic Circumpolar Current being steered too far south by the Kerguelen plateau bringing relatively warm waters poleward.
Fig. 10  Annually-averaged surface air temperature from a) model, b) model-NCEP and c) zonally-averaged model (red) and NCEP (green) climatologies.
**Water Mass Formation**

Here we extend the analysis of Duffy et al. (1999) by examining the advection and diffusion of three passive ‘age’ tracers in a version of the model that now incorporates the Duffy and Caldeira (1997) and Duffy et al. (1999, 2001) parameterization of brine rejection due to sea-ice growth, the Gent and McWilliams (1990) parametrization for mixing associated with mesoscale eddies, and five sea-ice categories (plus open water) (Bitz et al., 2001). The purpose of this experiment is to examine the major pathways of the global oceanic circulation within our model, and specifically to determine to what extent the model is able to capture the formation and recirculation of the NADW, AAIW and Antarctic Bottom Water (AABW) water masses. Another issue of interest is to see whether or not the model can simulate the so-called ‘cold route’ of the NADW return path through Drake Passage (Gordon, 1986, 1997) in the form of intermediate water, recently inferred from hydrographic data and inverse methods (Rintoul, 1991).

A novel feature of the model in this simulation is the parametrization of brine rejection due to sea-ice growth after Duffy et al. (1999), generalized for the case of multi-category sea ice. In the generalization we spread the brine under each sea-ice category according to its (thermodynamic) growth, and initially $T_r$ is set to zero over the whole ocean domain. In the ocean model, the vertical, isopycnal and isopycnal thickness diffusivities were set to $k_v = 0.7 \times 10^{-4}$, $k_i = 2.0 \times 10^3$, $k_{ji} = 2 \times 10^3$ m$^2$ s$^{-1}$, respectively. In the Duffy and Caldeira (1997) and Duffy et al. (1999, 2001) approach to parametrize vertical mixing of brine associated with sea-ice formation, rejected salt is spread uniformly to a depth defined by a specified potential density difference as $\Delta \rho = 0.2$ kg m$^{-3}$. A complete description of the generalization of this scheme to multi-category sea ice, as well as a sensitivity analysis of our model to the choice of $\Delta \rho$, can be found in Saenko et al. (2001).

The model was initially spun up for 2000 years until a statistical equilibrium was reached. At this point, three age tracers were released in the GIN Sea, North Pacific and Ross/Weddell Seas, respectively (Fig. 20), and the model integration was continued for a further 500 years. The results are illustrated through the $27^\circ$W section plots (through the Atlantic Ocean) of Fig. 21. Due to the nature of the boundary conditions on the age tracer, regions where the age tracer has not penetrated are indicated by the 500-year contour.

The model clearly simulates the sinking and spreading of NADW below the permanent thermohaline to a depth of...
Fig. 11 Annually-averaged precipitation from a) model, b) NCEP and c) zonally-averaged model (red) and NCEP (green) climatologies.
Fig. 12  Annually-averaged evaporation from a) model, b) NCEP and c) zonally-averaged model (red) and NCEP (green) climatologies.
Fig. 13  Annually-averaged evaporation minus precipitation from a) model, b) NCEP and c) zonally-averaged model (red) and NCEP (green) climatologies.
Fig. 14 Annually-averaged sea surface temperature from a) model, b) model-Levitus and c) zonally-averaged model (red) and Levitus (green) climatologies.
Fig. 15  Annually-averaged sea surface salinity from a) model, b) model-Levitus and c) zonally-averaged model (red) and Levitus (green) climatologies.
Fig. 16  Annual mean zonally-averaged ocean potential temperature from a) model and b) model-Levitus climatologies.
Fig. 17 Annual mean zonally-averaged ocean salinity from a) model and b) Levitus climatologies.
about 3000 m where it overrides the AABW (Figs 21a and 21b). A detailed analysis indicates that the NADW flows into the Antarctic Circumpolar Current, primarily in a deep western boundary undercurrent, crosses the Indian Ocean with much of it entering the deep Pacific through two paths (one on either side of New Zealand) where it upwells. The remainder proceeds with the Antarctic Circumpolar Current to recirculate through the Drake Passage. The waters which upwell in the North Pacific can be tracked by the North Pacific age tracer release experiment shown in Fig. 21c. Surface waters of the North Pacific leave the basin through two routes: the first and most important is via the Indonesian throughflow while the second is through Drake Passage. In the latter case, these North Pacific waters enter the South Atlantic in the form of AAIW which supports the results of the inverse modelling study of Rintoul (1991). Furthermore, as indicated in
Fig. 21c, most of this intermediate water then converts into thermocline water as it moves northward into the North Atlantic. The remainder, however, converts into deep and bottom water in the South Atlantic and then exits towards the Indian Ocean, in further agreement with observational-based results of Rintoul (1991). As such, it appears that the model supports both the warm and cold water routes of Gordon (1986) and Rintoul (1991).

Inorganic Ocean Carbon Cycle

As a first step towards incorporating a comprehensive carbon cycle model into the UVic ESCM (see Section 8), we have included an inorganic ocean carbon model. This allows us to evaluate our model against those participating in the International Geosphere-Biosphere Programme (IGBP) Ocean Carbon-Cycle Model Intercomparison Project (OCMIP). We have implemented the inorganic carbon component by closely following the protocols set out by OCMIP (Orr et al., 1999). Dissolved inorganic carbon ($DIC$) is modelled as a passive tracer subject to the following conservation equation (c.f. Eq. (45)):

$$\frac{\partial DIC}{\partial t} + L(DIC) = \frac{\partial}{\partial z} \left( k_z \frac{\partial DIC}{\partial z} \right) + \nabla (k_h \nabla DIC) + J + J_v \tag{54}$$

where the source/sink term $J$ represents the air-sea flux of CO$_2$ and the virtual source/sink term $J_v$ represents the changes in $DIC$ due to evaporation, precipitation and runoff. The air–sea gas-exchange flux is modelled using the following equation:

$$F = k_w (C_{atm} - C_{surf}) \tag{55}$$

where $C_{atm}$ and $C_{surf}$ are calculated using the partial pressures of CO$_2$ in both the atmosphere and ocean surface layer, respectively. The CO$_2$ transfer velocity $k_w$ is modified from Wanninkhof (1992) and is given by:

$$k_w = (1 - \gamma_{ice}) 0.337 |V_s|^2 \left( \frac{S_c}{660} \right)^{0.5} \tag{56}$$

where $\gamma_{ice}$ is the fractional sea-ice cover (varying between 0.0 and 1.0). We assume that there is no gas exchange through the ice. The wind speed $|V_s|$ is as discussed in Section 2a1, and the Schmidt number ($S_c$) is a function of model SST (Wanninkhof, 1992).

To illustrate the quasi-equilibrium surface fluxes of CO$_2$ in our model, we use the same version as in section 3d but with only one ice category (plus open water) i.e., the model incorporates the Duffy and Caldeira (1997) parametrization of brine rejection due to sea-ice growth and the Gent and McWilliams (1990) parametrization for mixing associated with mesoscale eddies. The model is initialized with a prescribed preindustrial atmospheric pCO$_2$ of 280 ppm and integrated for 1440 years. The resulting quasi-equilibrium air-sea fluxes (Fig. 22) show a net-flux of CO$_2$ into the atmosphere occurring as a broad-banded feature about the equator and along the western coasts of South America and Africa, in areas of near-shore upwelling. This outgassing also occurs in regions of the Argentinian and south-eastern Australian coasts. Our use of isopycnal mixing reduces spurious deep convective plumes in the Southern Ocean leading to a fairly homogeneous region of CO$_2$ uptake between 50–65°S. High uptake also occurs in the North Atlantic and to some extent in the North Pacific and well as off the south-western coast of Africa.

Summary

In this section we have tried to demonstrate that the UVic ESCM, in its standard representation, provides a reasonable simulation of the current climate. We have alluded to, and explicitly shown how certain shortcomings can be improved on through the inclusion of more sophisticated and realistic parametrization of sub-gridscale processes. While we believe the precipitation field is one of the major weaknesses of the diffusive moisture transport formulation of our atmospheric model, we still conclude that the ESCM serves as a useful tool with which to investigate the importance of climate processes in past, present and future climate simulations (see Sections 6 and 7). Of course, a caveat that we need to add concerning our comparison with coupled atmosphere-ocean GCMs (Tables...
Fig. 19 Maximum sea-ice concentration. a) and c) show northern hemisphere polar projections in the boreal winter and summer, respectively. b) and d) show southern hemisphere polar projections in the austral summer and winter, respectively. Over the land, the contours indicate maximum concentration in snow coverage. The plots show the average concentration for the three-month period covering the summer (July–September) and winter (January–March). As such, they emphasize the maximum extent during any particular season.

Fig. 20 Model domain: dashed lines in the GIN Seas, North Pacific, and Weddell and Ross Seas indicate where the passive “age” tracers were released.
Fig. 21 A latitude-depth section at 27°W for the “age” tracer released from GIN Seas (a), Weddell and Ross Seas (b), and North Pacific (c).
1–3) is that the indices we used represent relatively simple, albeit important, measures of model performance. In addition, most coupled modelling groups are currently using newer versions of their models than those evaluated in Gates et al. (1996). Finally, the simple atmospheric component of our model does not allow for internal variability, unlike more comprehensive coupled atmosphere-ocean GCMs.

In the next section, through the inclusion of advection in the treatment of moisture transport, we will show how the model leads to an extremely good simulation of the present-day precipitation field and surface salinity field, without compromising the climatology of the other fields discussed above. When combined with the wind feedback option, we will further determine (in Section 5) how the change of moisture transport from a diffusive to an advective formulation affects the response of the climate system in global warming experiments.

4 Moisture advection

As noted in Section 3, the precipitation field simulated by the coupled model when diffusive transport is used has serious limitations, especially near the ITZ where moisture transport in nature is up-gradient. To improve our precipitation field, we exploit the observation that most of the atmospheric moisture transport happens within the planetary boundary layer, allowing us to use the surface wind field to accomplish advection. In this section we discuss the rather dramatic improvements that arise when we include moisture advection in our coupled model. In Section 5 we examine the effect that the inclusion of moisture advection has in global warming simulations where the wind feedback is also allowed to operate.

In order to include moisture advection we rewrite Eq. (8) as

\[ \rho_a h_q \left( \frac{\partial q_a}{\partial t} - \mathbf{V} \cdot (\mathbf{v} q_a) + \beta \mathbf{V} \cdot (u q_a) \right) = \rho_a (E - P) \]  

(57)

where the new parameter \( \beta \) relates the vertically-averaged advective moisture transport to the surface advective transport \( (\beta = 0.4) \) and \( u \) is the surface wind. In the absence of the representation of explicit cloud processes, another parameterization must be included in order to limit the local release of latent heat during strong precipitation events in regions of converging winds. Rather than locally changing the planetary albedo and reducing incoming solar radiation (associated with deep clouds for example) we adopted a modified thermal diffusive coefficient \( v^* \) so that the atmospheric heat transport (Eq. (2)), becomes:

\[ Q_T = \rho_a h_t c_{pa} \mathbf{V} \cdot ((v + v^*) \mathbf{V} T_a). \]  

(58)

The effect of the \( v^* \) term in Eq. (58) is to balance the latent heat associated with condensation arising from convergence of moisture by advection. We parametrize \( v^* \) as

\[ v^* = \begin{cases} 
0 & P < P_{\text{min}} \\
\nu_0 \frac{P - P_{\text{min}}}{P_{\text{max}} - P_{\text{min}}} & P_{\text{min}} \leq P \leq P_{\text{max}} \\
\nu_0 & P > P_{\text{max}}
\end{cases} \]  

(59)

where \( \nu_0 = 60 \times 10^6 \text{ m}^2 \text{ s}^{-1} \), \( P_{\text{min}} = 2.0 \text{ m yr}^{-1} \) and \( P_{\text{max}} = 4.0 \text{ m yr}^{-1} \) are empirical constants. This localized diffusive
process is only active with the advective transport of moisture option and is only evoked in regions of strong moisture convergence. The use of moisture advection also necessitates the use of a larger thermal diffusive transport coefficient \( \nu \) in tropical regions, due to enhanced latent heat release, although the coefficient of moisture diffusion is substantially reduced (Fig. 23).

When moisture advection is included in the model, the representation of precipitation (Fig. 24) is substantially improved over the case where moisture transport is only accomplished through diffusion (Fig. 11). The most notable improvements occur near the ITCZ, where moisture transport is up-gradient, and near monsoon regions. The mid-latitude North Atlantic and Pacific are regions where the precipitation is still slightly underestimated, although the spatial pattern of precipitation over the ocean is more realistic there. The precipitation over land, within the coupled model, still remains troublesome in tropical regions, most likely due to the lack of land surface processes. Nevertheless, all precipitation over land in these regions is instantaneously returned to the ocean as runoff.

Evaporation minus precipitation (Fig. 25) is also substantially improved over the case in which moisture transport is only accomplished by diffusion (Fig. 13). The global zonally-averaged field reasonably reproduces the NCEP climatology at most latitudes. The mid-latitudes in the northern hemisphere have too much net evaporation, although at these latitudes the two-dimensional field bears a fine resemblance with the NCEP climatology.

The climatology of the coupled model is not changed dramatically from that presented in Section 3. For example, the SAT map (Fig. 26a) is very similar to the analogous diffusive version (Fig. 26b), as well as the NCEP reanalysis data (Fig. 10b). The differences between the SAT fields obtained under the advective and diffusive treatments of moisture transport (Fig. 26b) are largely confined to regions where large differences exist in latent heat release in the atmosphere. The advective model tends to cause the monsoon and ITCZ regions to be slightly warmer, as precipitation is increased there, and the ocean desert regions of the eastern flanks of the subtropical gyres to be slightly cooler, as descending air from above causes divergent surface winds.

The same features seen in the SAT field are reflected in the SST field (Fig. 27), leading to much better agreement with the Levitus and Boyer (1994) observations (Fig. 14b). Notable areas of discrepancy between observed and modelled SST fields in Section 3 were found in the southern Indian Ocean and along the eastern boundary, near the mid-latitude coasts of the Pacific and Atlantic, where simulated SSTs were too warm, as well as the Gulf of Alaska and the GIN Seas which were too cold. While the western boundary separation points of the Kuroshio and Gulf Stream have not changed, the SSTs over much of the North Atlantic have cooled. In fact, in most of the global ocean the subtropical gyre regions, and particularly their eastern edge, have cooled bringing the simulated fields into better agreement with observations.

The improved representation of both precipitation and evaporation minus precipitation is naturally reflected in a better distribution of the SSS field (Fig. 28). The SSS field obtained without advection for moisture transport (Section 3) did not readily reveal local maxima in the subtropical gyre regions of the world oceans nor did it show much east-west asymmetry in the Pacific (Fig. 15). When moisture transport is accomplished through advection, salinity maxima develop in the subtropical gyre regions and the observed east-west tropical Pacific asymmetry develops, with a relatively fresh western equatorial Pacific and a relatively saline eastern subtropical Pacific.

The water mass structure of the global oceans remains similar to that found in Section 3, although the potential temperature and salinity properties of the different water masses have changed slightly. Generally, the thermocline region is slightly colder through subduction arising in the now colder subtropical regions, in the advective case (Fig. 29a) and the deeper ocean is slightly warmer. Very little change is seen in the zonally-averaged salinity field (Fig. 29b). Once more, AAIW is not well represented using the horizontal/vertical representation of mixing — see our earlier discussion and Duffy et al. (1999, 2001).

The generally colder surface ocean in the North Atlantic (Fig. 27), and the warmer, deep ocean seen in Fig. 29a counteracts the slightly increased overturning in the North Atlantic in the advective case (Figs 30a and 30c), to give only a slight decrease in the northward heat transport in the North Atlantic Ocean. While the large-scale features of the meridional overturning are only slightly changed upon moving to advective moisture transport, the increase in NADW formation comes at the expense of a slight decrease in AABW intrusion into the deep North Atlantic. The Deacon Cell in the Southern Ocean, which is a prominent feature of both this experiment and the diffusive case, is not a feature of our coupled model when we include isopycnal mixing and the Gent and McWilliams (1990) representation of mixing associated with mesoscale eddies, as expected from the earlier analyses of Danabasoglu et al. (1994) and Robitaille and Weaver (1995).

Taken together, the improvements realized when moisture transport is parametrized through advection by winds far outweigh the small increase in computational expense. As such, future versions of our coupled model will include moisture advection as the standard option. In the next section we show how the moisture advection option can be combined with the wind stress feedback parametrization to provide for a first-order feedback accounting for changing moisture advection in a changing climate.

5 Global warming and the role of moisture advection

In the previous section we demonstrated how the inclusion of moisture advection substantially improved the climatology of our ESCM. In this section we now determine whether or not the improved parametrization of moisture transport has any effect on the transient behaviour of the system. In particular, we conduct four global warming sensitivity experiments using both diffusive and advective treatments of moisture transport with and without the wind feedback parametrization of section (2a1).
The initial condition of the four experiments was the 1998 equilibrium climatology discussed in Sections 3 and 4 for diffusive and advective treatments of moisture transport, respectively. The atmospheric level of CO₂ was increased at a rate of 1% per year until 4× present day CO₂ was reached, at which point atmospheric concentrations were held fixed for 500 years of total integration.

Both the transient and quasi-equilibrium warming in all four experiments are nearly identical (Fig. 31a), suggesting very similar climate sensitivities of about 3.0°C (for a doubling of atmospheric CO₂), in all cases. After 500 years the warming relative to the initial condition in the four experiments is: 1) advective moisture transport — 6.00°C; 2) advective moisture transport with wind feedback — 6.01°C; 3) diffusive moisture transport — 6.23°C; 4) diffusive moisture transport with wind feedback — 6.26°C. The overall horizontal pattern of the warming is similar in all the experiments, with the exception of the region around the North Atlantic and over the subtropical gyre regions of the ocean (Fig. 32). All experiments show a tendency for more warming over land than over the ocean and an amplification of the warming at high latitudes. In all experiments the overturning in the North Atlantic initially weakens, although it re-establishes once the radiative forcing is held fixed (Fig. 31b).

In the two diffusive moisture transport experiments, the thermohaline circulation in the North Atlantic eventually re-established to a strength that was stronger than the 1998 initial condition, consistent with the results of Wiebe and Weaver (1999), obtained using an older version of our model. In the case of advective moisture transport, without the wind feedback, the thermohaline circulation declined further, in the transient phase, but also re-equilibrated to a value slightly higher than in the 1998 initial condition. The advective moisture transport case with the wind feedback included closely tracked the analogous case without the feedback while the radiative forcing was changing, but re-established to a value that was almost identical to its initial condition (Fig. 31b).

The differences seen in Fig. 32 in the northern North Atlantic are therefore simply explained by the different behaviour of the thermohaline circulation in the four experiments. In the diffusive transport case, where the overturning equilibrates at a stronger value, there is more melt back of sea ice leading to a subsequent positive albedo feedback on surface warming. In addition, there is an enhanced oceanic heat loss to the atmosphere due to the removal of the insulating sea-ice cover. In the case where the overturning equilibrates to a level similar to its initial condition, there is no additional positive feedback on the sea ice to enhance further the warming locally.

A fundamental question that remains concerns the physics responsible for the re-establishment of the thermohaline circulation to different strengths in the different experiments. As shown by Hughes and Weaver (1994), the strength of the overturning in the North Atlantic is proportional to the meridional gradient in the zonally-averaged depth-integrated steric height (DISH) from the tip of Africa to the latitude at which deep water formation occurs. Indeed, the overturning is also proportional to the meridional DISH gradient along the western boundary which is balanced by a current flowing down the meridional DISH gradient in a frictional boundary layer. As suggested in Hughes and Weaver (1994), perturbations to either the hydrological cycle (e.g., Fig. 33), heat balance or wind field which cause the DISH to change in either the
Fig. 24 Annual mean precipitation (m yr$^{-1}$) for a) model, b) NCEP, c) the zonally-averaged model (red) and NCEP (green) climatologies.
Fig. 25 Annual mean evaporation minus precipitation (m yr$^{-1}$) for a) model, b) NCEP, c) the zonally-averaged model (red) and NCEP (green) climatologies.
northern or southern hemisphere, subsequently cause the overturning circulation to change.

Wiebe and Weaver (1999), using the Fanning and Weaver (1996) version of this model in which moisture transport was parametrized through diffusion, conducted very similar experiments to those performed here. They too found that the North Atlantic overturning re-established to a strength greater than the initial condition and quantitatively analyzed why this was so. In the transient case, they found that the initial increase in high latitude precipitation (as seen in Figs 33a and 34), and subsequent reduction of DISH gradient, was the cause of the initial thermohaline weakening (see Fig. 31b). As time went on, low latitude and South Atlantic heating increased the DISH and hence its meridional gradient so that the thermohaline circulation began to intensify to a new equilibrium that was stronger than its initial case (see also Manabe and Bryan (1985)).

Fig. 26 a) Annual mean equilibrium surface air temperature (°C) using advection for moisture transport. b) The difference between a) and that obtained for purely diffusive moisture transport (Fig. 10a).
Our two cases, with a diffusive representation of moisture transport, yield results that are very similar to those of Wiebe and Weaver (1999). When moisture advection is used without the wind feedback, the thermohaline circulation still equilibrates to a level which is slightly stronger than its initial condition. The fact that this is not the case when the wind feedback is used must arise from the improved representation of hydrological processes and their feedbacks in the atmosphere and ocean models. Figure 35a shows the meridional profile of the zonally-averaged DISH in the Atlantic Ocean for all the global warming runs and their respective initial conditions, relative to 1528 m. The difference between the zonally-averaged DISH at the latitude of the tip of Africa and the latitude of deep water formation is also shown as a function of the equilibrium overturning rate in Fig. 35b. The linear relationship between the strength of the overturning rate

Fig. 27 a) Equilibrium sea surface temperature (°C) using advection for moisture transport. b) The difference between a) and that obtained for purely diffusive moisture transport (Fig. 14a).
and the meridional gradient in the DISH is verified in our present experiments. The inclusion of moisture advection and the wind feedback brings the results of our model more in line with those found in coupled atmosphere-ocean models where a re-establishment to the initial condition is most often seen (e.g., Kattenberg et al., 1996; Manabe and Stouffer, 1999). This is a very encouraging feature as it provides additional indirect validation of our wind feedback parametrization of section 2a1.

6 The climate of the last glacial maximum
As noted in the introduction, early CLIMAP Project Members (1976, 1981) attempts to reconstruct SSTs for the LGM around 21 KBP have suggested that relative to the present, global SSTs were on average 1.7°C cooler in August and 1.4°C cooler in February. These reconstructions further suggested that tropical SSTs were similar to those of the present climate whereas in the North Atlantic, SSTs were substantially
Fig. 29 The difference (advective minus diffusive) between the equilibrium global zonally-averaged a) potential temperature (°C) and b) salinity (psu) obtained under advective and diffusive representations of moisture transport.
colder. While recent alkenone evidence (Sikes and Keigwin, 1994; Bard et al., 1997; Lyle et al., 1992) also supports tropical SSTs only slightly cooler at the LGM, additional evidence is contradictory. For example, coral records from Barbados (Guilderson et al., 1994) and the south-west Pacific (Beck et al., 1997), ice core records from Peru (Thompson et al., 1995), noble gas measurements in Brazil (Stute et al., 1995) and ocean core records from the western equatorial
Atlantic (Curry and Oppo, 1997) suggest LGM tropical temperatures were significantly below those at present.

Modelling studies of the LGM have provided conflicting results concerning the issue of tropical cooling. Most early simulations used atmospheric GCMs with either fixed SSTs or mixed layer ocean models at the lower boundary (Manabe and Broccoli, 1985; Hansen et al., 1984; Lautenschlager and Herterich, 1990; Kutzbach and Guetter, 1986; Crowley and Baum, 1997; Webb et al., 1997; Broccoli, 2000). Webb et al. (1997) obtained tropical SSTs that were about 5.5°C cooler than today (averaged over the region 16°N to 16°S), substantially larger than CLIMAP estimates, using an AGCM in which present-day oceanic heat transports were maintained. Broccoli (2000), on the other hand, obtained tropical SSTs that were 2.0°C cooler than present (averaged over the region 30°N to 30°S). Two previous studies using climate models of intermediate complexity (Ganopolski et al., 1998; Weaver et al., 1998) found their tropical temperatures to be cooler than CLIMAP, consistent with alkenone reconstructions, but not as cool as some of the other reconstructions cited above. Bush and Philander (1998) on the other hand, using a coupled atmosphere-ocean GCM under LGM forcing, albeit for a short (15-year) integration by which time the deep ocean was still far from equilibrium, suggested 5°C tropical sea surface cooling.

Through a comprehensive analysis of the existing proxy record, Crowley (2000) questioned the validity of SST records obtained from ice-age coral proxies. In addition, he argued that small changes (on the order of 20%) in the assumed constant lapse rate, through which snow line proxies are projected to infer SSTs, could reconcile even CLIMAP data with tropical snow line proxies. Both he and Weaver et al. (1998) argue for more stable tropical SSTs which are colder than CLIMAP Project Members (1976, 1981), consistent with alkenone reconstructions (Sikes and Keigwin, 1994; Bard et al., 1997; Lyle et al., 1992), but not as cold as the borehole, coral and other reconstructions (Guilderson et al., 1994; Beck et al., 1997; Thompson et al., 1995; Stute et al., 1995; Curry and Oppo, 1997) mentioned above. He proposed a mid-range LGM climate sensitivity of 3.0°C for a doubling of CO₂, leading to a 2.5°C reduction in ice-age tropical SSTs relative to the present. Both of these are almost exactly as inferred in Weaver et al. (1998).

In this section we re-examine the issue of LGM tropical cooling using our ESCM. This should be viewed as an extension of the analysis of Weaver et al. (1998) in which an older and less sophisticated version of the model was used. In our first experiment we set the orbital parameters to 21 KBP values and lower the level of atmospheric CO₂ to 200 ppm. The topography on land was also raised through the use of the
Peltier (1994) ICE4G reconstruction, and wherever continental ice sheets were present, the planetary co-albedo was locally reduced by 0.18. The coupled system was then integrated for 2000 years until an equilibrium was reached, using the present-day climate of Section 3 as the initial condition.

The global mean cooling for the LGM relative to the present is 3.6°C, of which 0.4°C arises solely due to the increased elevation associated with the prescribed ice-sheet thickness. The SAT difference (Fig. 36) shows a pronounced cooling around the region of the North Atlantic, where the prescribed ice sheets are present, that is amplified due to a weakening and shallowing of the meridional overturning, the southward expansion of sea ice and the subsequent sea-ice albedo feedback over the ocean. On average the northern hemisphere is 4.6°C colder than the present, whereas in the southern hemisphere, where there are fewer areas of land and ice sheets, this cooling is only 2.6°C. Our global cooling estimate lies within the range spanned by other AGCM and coupled model studies (e.g., Hansen et al., 1984; Lautenschlager and Herterich, 1990; Kutzbach and Guetter, 1986; Broccoli and Manabe, 1987; Broccoli, 2000; Hyde et al., 1989; Ganopolski et al., 1998; Bush and Philander, 1998).

As in Weaver et al. (1998a), the equilibrium LGM North Atlantic overturning (Fig. 37a) is reduced in intensity and shallower in depth compared to the present-day climatology (Fig. 18a). For example, the maximum overturning at the LGM is ~10 Sv, about half of the 19–20 Sv found in the present-day equilibrium climate (Fig. 37b), and the base of the NADW layer is, on average, a few hundred metres shallower south of 25°N. AABW, originating in the Southern Ocean, penetrates further northward to about 25°N in the LGM case (Fig. 37a), filling the void left behind by the shallower NADW layer. The actual location of NADW formation did not change noticeably and North Pacific Intermediate Water (NPIW) did not intensify, consistent with Weaver et al. (1998).

The sea-ice distribution in the LGM experiment (solid line in Figs 36d and 36e) shows a rather dramatic seasonal variation in ice cover over the North Atlantic. In the winter, sea ice covers the Labrador Sea and extends across the North Atlantic to Great Britain (see Crowley and North (1991) pp. 49). In the summer, much of this sea ice melts away leaving most of the North Atlantic ice free, in accord with Hebbein et al. (1994). The maximum sea-ice extent at any time of the year (Fig. 38) shows that although we include a much more sophisticated dynamical/thermodynamical sea-ice model (Section 2b1), results are quite similar over the ocean to those of Weaver et al. (1998). In the southern hemisphere, our maximum sea-ice extent agrees well with the Crosta et al. (1998a, 1998b) proxy data, although we appear to have too little sea ice between Antarctica and Australia. As noted in section 3c, very little sea ice forms in this region in our model due to the Antarctic Circumpolar Current being steered too far south by the Kerguelen plateau and bringing relatively warm waters poleward.
The LGM SST field (Fig. 39a) and its difference from the present-day climate (Fig. 39b), show cooling everywhere in the ocean with a global and annual mean amount of 2.1°C. Averaged between 20°S and 20°N, tropical cooling is also 2.1°C, which is colder than that suggested by CLIMAP Project Members (1976, 1981), yet, consistent with alkenone reconstructions (Sikes and Keigwin, 1994; Bard et al., 1997; Lyle et al., 1992; Rostek et al., 1993), but not as cold as the
borehole, coral and other data mentioned earlier. The tropical cooling varies within and between basins in the 20°N–20°S band: from 2.9°–1.7°C in the Atlantic Ocean; 1.9°–2.3°C in the Indian Ocean; and 1.8°–2.6°C in the Pacific Ocean. The tropical Pacific is particularly interesting as there is an east-west asymmetry to the cooling with western tropical Pacific SSTs only about 1.8°–1.9°C cooler and eastern tropical Pacific SSTs 2.2°–2.3°C cooler than today, suggesting that LGM Pacific SSTs are similar to permanent La Niña conditions. The LGM SST cooling is amplified in the North Atlantic, associated with a weakening and shallowing of the conveyor, with a maximum cooling of 8.0°C. Generally, the global SST fields are qualitatively similar to those found in Weaver et al. (1998) and are in excellent agreement with those inferred from alkenone reconstructions (Sikes and Keigwin, 1994; Bard et al., 1997; Lyle et al., 1992; Rostek et al., 1993; Ikehara et al., 1997; Schneider et al., 1995; Chapman et al., 1996).

The reduction and shallowing of the overturning in the North Atlantic, together with the surface cooling, leads to a redistribution of water mass properties in the global ocean. For example, the more northward penetration of AABW, which is cold relative to the displaced NADW, leads to a local maximum in
cooling in the deep North Atlantic around 30°N (Fig. 40b). Maximum cooling, of course, occurs in the thermocline regions of the global oceans (Fig. 40a), although most of the deep ocean is still 0.7°–0.9°C cooler than present day-climatology.

In the region of the NADW water mass (Fig. 40b), there appears to be a minimum in the zonally-averaged cooling relative to water masses below and above. Figure 41 shows the rather fascinating result that the minimum is the result of a cooling anomaly in the eastern Atlantic, up to 4.4°C at 600 m, being balanced by warm anomalies (up to 0.9°C) in the western Atlantic, most notably in the Labrador Sea and near equatorial regions. The analysis of the LGM fields suggests that the warm anomaly that develops in the Labrador Sea is due to the sea-ice cover insulating the ocean from the atmosphere. As such, convection is reduced relative to the present and relatively warm subsurface waters are not mixed with relatively cold surface waters, leaving a warm anomaly behind. In the equatorial region, there is a substantial drop in the cross-equatorial transport (see near-vertical contours in Fig. 37a in the upper 2000 m near the equator) of heat and salt. Relatively warm subsurface equatorial waters are therefore not efficiently transported out of the region towards the North Atlantic, leaving a warm anomaly behind. This same process leads to the local maximum in cooling in the eastern Atlantic, as the reduced thermohaline circulation and hence Gulf Stream and North Atlantic drift, does not bring in as much heat to the region.

In order to compare model-derived and CLIMAP SST estimates, we subtract the CLIMAP present day and LGM reconstructions for February (winter) and August (summer), and do the same for the model fields (here winter and summer are defined as January through March and July through September, respectively). The difference between these proxy and model difference fields (Fig. 42) reveals that in both the summer and the winter, we find significantly more cooling in the subtropical North and South Pacific and South Atlantic. These subtropical gyre regions are in fact places where CLIMAP data
Fig. 39  Equilibrium annually-averaged sea surface temperature for: a) the LGM; b) the difference between the LGM and the present (LGM – PD); c) zonally-averaged LGM (red) and PD (green) equilibrium sea surface temperature climatologies.
suggest a modest LGM warming relative to the present. Over much of the North Atlantic our model-derived LGM SST is less than that inferred by CLIMAP, although a portion of this difference is certainly related to the slightly cooler SSTs in our present-day climate (Fig. 14b). This follows since the possible LGM cooling is bounded below by the freezing point of water, and over much of the high latitude North Atlantic sea ice is present at least in the winter. In the Southern Ocean we also find a general tendency for the model to yield less cooling than CLIMAP, although there are large regions where the model fields are in fact cooler than CLIMAP. Averaged over the band 20°S to 20°N, our model-derived SSTs are 0.9°C colder than CLIMAP in the summer and 1.5°C cooler in the winter.

In order to see whether or not the ICE4G reconstruction was a stable initial condition within our coupled model, an additional integration was performed in which the specified ice sheets were allowed to melt or grow. Snow was allowed
to accumulate to a maximum of 10 m on top of the existing ice sheet and further increase in snowfall raised the height of the ice sheet by the additional amount. Similarly, once all the snow on the ice sheet melted, the ice sheet was also allowed to melt at the same melting rate (Section 2b). As we did not include ice-sheet dynamics in this experiment (but see Section 2bb and Yoshimori et al. (2001)), the ice sheet was not allowed to grow any more than the ICE4G reconstruction and snow was not allowed to accumulate to more than 10 m. Any excess snow fall on the ice sheet was directly passed to the ocean through the appropriate river drainage basin. Freshwater fluxes associated with ice-sheet growth and melt were not passed to the ocean model as we were focused solely on thermodynamical feedbacks, although snow melt/accumulation was accounted for in the freshwater budget (as discussed in Section 2b).

When the ice sheet is allowed to adjust, as discussed above, it reduces in extent in many regions. Most notably, the Laurentide ice sheet in central North America melts back slightly, whereas the northern Eurasian ice sheet almost completely disappears. With respect to the latter, there has been some question as to whether or not the ICE4G reconstruction of Peltier (1994) is in fact realistic there (e.g., Sher, 1995). The LGM global mean SAT cooling, relative to the present, drops by 0.6°C to 3.0°C from the case where the ice sheet is held fixed for two reasons. First, in regions where the ice sheet melts away, the surface temperature drops through elevation effects (accounting for 0.25°C of the decrease). Second, in regions where ice sheets existed year round, there was a continual albedo feedback which would not be present in the summer; if the ice sheet were to melt away (accounting for 0.35°C of the decrease). Nevertheless, it is reassuring that the major portions of both the Laurentide and Fennoscandian ice sheets, as well as the Greenland and Antarctic ice sheets, remain stable. The timescale for ice-sheet evolution is, of course, many thousands of years so we should not expect the ICE4G reconstruction to be in equilibrium with the LGM radiative forcing, but rather to be in a continual state of adjustment as it moves towards the last glacial termination. As such, we would not expect our equilibrium climatology to agree precisely with the Peltier (1994) reconstruction.

For completeness we now test what role, if any, the inclusion of the wind feedback parametrization has on the LGM climate. To accomplish this task we calculate SAT anomalies,
defined as departures from the present-day SAT field (Fig. 10a), in an experiment that starts at the end of the LGM experiment with prescribed ice sheets. The coupled model is integrated to a new equilibrium with the wind feedback continually being calculated (Section 2a1). The equilibrium wind stress anomaly field (Fig. 44a) reveals enhanced westerlies in the mid-latitude belt of the southern hemisphere, arising from a greater meridional surface pressure gradient, and an anticyclonic anomaly centred over the North Atlantic. The anticyclonic anomaly develops in response to local cooling associated with a reduced overturning as in (Manabe and Stouffer, 1988; Fanning and Weaver, 1997b). Globally, the resulting wind anomalies have a negligible effect on LGM cooling (Fig. 44b) contributing only an additional 0.03°C. A similar negligible effect was found by Weaver et al. (1998).

While the present model is much more sophisticated than the one used by Weaver et al. (1998), there are still many feedbacks which have not been accounted for in our simulations. For example, the radiative forcing associated with atmospheric aerosols and clouds are both ignored. In the case of aerosols, it is not clear what the spatial pattern or sign and magnitude of this radiative forcing would be in terms of both aerosol type and distribution. Estimates from Peru (Thompson et al., 1995) suggest that LGM atmospheric dust levels may have been 200 times the present whereas in Antarctica they may have been 4–6/10–30 times the present for marine/continental aerosols, respectively (Petit et al., 1981). In the case of clouds, one would expect a reduced cloud cover in the drier LGM atmosphere (Hansen et al., 1984), although the incorporation of this effect in our model would be difficult and perhaps inconsistent with its present level of sophistication. Vegetation feedbacks and subsequent albedo changes through the expansion of dryland vegetation in Australia and Africa and the conversion of conifer to tundra in Europe and Siberia have also been suggested to enhance the cooling there (Crowley and Baum, 1997). As noted in Section 8, we are presently attempting to incorporate land surface and dynamic vegetation subcomponent models into our ESCM of intermediate complexity, but it is not yet possible to account for their effects. Finally, we have not accounted for the estimated 121 ± 5 m drop in sea level at the LGM (Fairbanks, 1989) through our use of present-day land-sea geometry in all experiments. This was done intentionally, however, so that we might perform a clean comparison with analogous present-day integrations. The LGM global mean salinity increase of about 1 psu arising from the reduced sea level, has been shown to have little effect on the climate of the LGM (Weaver et al., 1998).

Nevertheless, with these limitations in mind, our LGM experiments serve as a useful validation tool for the ESCM. Several paleo proxy studies (Boyle and Keigwin, 1987; Lea and Boyle, 1990) have inferred a shallowing and others (Curry and Lohmann, 1983; Oppo and Fairbanks, 1987; Charles and Fairbanks, 1992; Charles et al., 1996) a weakening of NADW at the LGM, both of which are borne out in the model results. In addition, a recent study (Rutberg et al., 2000) has inferred a reduced flux of NADW into the Southern Ocean, a feature also seen in our model solutions.

Our LGM climate cooling of 3.6°C relative to the present is within the range spanned by previous modelling studies. If we also account for the fact that global sea level was about 120 m lower than today (Fairbanks, 1989), and note that our model incorporates a specified lapse rate of 6.5°C km⁻¹, then our LGM SAT cooling over land is 4.4°C, so our global SAT cooling is 3.8°C. Averaged between 30°S and 30°N, tropical cooling is about 2.1°C over the oceans, and again, if we account for the sea level drop, 3.6°C over the land. These are generally cooler than CLIMAP estimates, but not as cool as some other reconstructions. Globally our model SSTs are in good agreement with alkenone reconstructions and are generally cooler than those of CLIMAP in the tropical ocean, while not as cool in the North Atlantic. Our model results also suggest that CLIMAP estimates in the subtropical gyres may be in error, especially since they infer a net LGM warming there relative to the present. As noted by Crowley (2000) and Weaver et al. (1998) it is possible for us to reconcile a more stable tropics (colder than CLIMAP, consistent with alkenone reconstructions but not as cold as the borehole, coral and other reconstructions mentioned earlier) with the results of our, and other, modelling studies if the climate sensitivity in nature is low-to-moderate and CLIMAP temperatures represent a slight underestimation of LGM cooling.

7 Climate model evaluation and the long timescale memory of the ocean

The most common method of evaluating an ocean or coupled climate model is to spin it up under perpetual present-day forcing and subsequently to compare the model climatology with present-day observations. Implicit in this approach is the assumption that the present-day observations are in equilibrium with the present-day forcing. The validity of this assumption is questionable as it is well known that the ocean, with its large thermal inertia, takes hundreds to thousands of years to equilibrate to its prescribed surface forcing. As such, changes in radiative forcing over recent Earth history are likely to have a signature in at least the deep ocean.

Weaver et al. (2000) provided some support for this notion through the analysis of integrations conducted using an earlier version of our coupled model. They compared the results from a transient integration forced by time-varying atmospheric CO₂ and orbital forcing, starting at 6 KBP, with equilibrium simulations obtained under perpetual 1850 (preindustrial) and 1998 (present-day) atmospheric CO₂ concentrations and orbital parameters. Substantial differences were found between the equilibrium climatologies and the transient simulation, even at 1850 (in weakly ventilated regions), prior to any significant changes in atmospheric CO₂. When compared to the present-day equilibrium climatologies, differences were large: the global mean SATs and SSTs were ~0.5°C and ~0.4°C colder, respectively, deep ocean temperatures were substantially cooler, southern hemisphere sea-ice cover was 38% larger, and the North Atlantic conveyor 16% weaker in the transient case. These differences were due to the long timescale memory of the deep ocean to climatic conditions which prevailed throughout the late Holocene, as well as to its large thermal inertia.
The coupled modelling community has in some sense realized this potential problem, although it has been framed within a different context. It has been shown that climate models which do not account for the twentieth century build-up of atmospheric CO₂ through long integrations from, say, 1850, suffer from a cold start problem (Fichefet and Tricot, 1992; Hasselmann et al., 1993; Cubasch et al., 1994; Keen and Murphy, 1997), whereby the initial rate of warming is slower than it should otherwise be (see Kattenberg et al., 1996). This follows since the initial conditions for such experiments are in radiative equilibrium with their forcing, whereas a transient experiment starting from preindustrial times has a warming commitment (Keen and Murphy, 1997), as it has yet to reach radiative equilibrium. Using the same earlier version of our model, Weaver et al. (2000) also demonstrated that a cold start global warming simulation (starting from a 1998 equilibrium climatology) underestimates the global temperature increase at 2100 by ~10%.

In this section we extend the analysis of Weaver et al. (2000) in two ways. First, we allow for changes in solar forcing through the use of the Lean et al. (1995) reconstruction of solar irradiance; second we conduct the experiments with an
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Fig. 44 a) Equilibrium LGM wind stress anomaly from the parametrization of section 2a1 and b) the equilibrium annually-averaged surface air temperature difference between a model with the parametrization and one without. Every second vector is shown in a).
The results from these experiments are compared at year 2100 with those obtained from two transient experiments which began at 6 KBP. From 6 KBP to 1610, these two transient experiments were identical with atmospheric CO$_2$ fixed at 280 ppm and orbital forcing varying according to Berger (1978). At 1610 they diverged, with one retaining a fixed solar constant and the other allowing it to vary (Fig. 46). From 1850 to 1998 both experiments allowed atmospheric CO$_2$ to vary according to Eq. (60). The transient constant and varying solar forcing experiments at 1850 (Pltr and Pltr $\Delta S_0$, respectively) as well as at 1998 (PDr and PDr $\Delta S_0$, respectively) were subsequently compared to the equilibrium climatologies PI and PD in order to determine the extent to which the climate system retains a memory to prior radiative forcing. These two experiments were also integrated to 2100 with CO$_2$ increasing as in GWlws and GWcs and are denoted GWtr and GWtr $\Delta S_0$ in Table 4, respectively. In the case of GWtr $\Delta S_0$, the solar constant after year 1998 was held fixed at 1368 W m$^{-2}$, while in both cases, the wind feedback was once more in effect. The GWtr run was further extended to year 2500, as in the case of GWlws and GWcs, with atmospheric CO$_2$ increasing at 1% per year, until it reached levels 4 times the present (about year 2138), at which time atmospheric CO$_2$ levels were held fixed.
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Improved model that includes more sophisticated sea-ice and atmospheric components. In particular, as sea ice plays an important role in amplifying the response of the climate system to radiative forcing perturbations, we are able to quantify whether or not the analysis of Weaver et al. (2000) is sensitive to the representation of sea-ice processes.

a Experimental Design

Seven experiments were conducted with the coupled model (Table 4). The first three experiments consisted of spinning up the model from rest to equilibrium under 6 KBP, 1850 and 1998 orbital parameters and atmospheric CO$_2$ levels, and a solar constant of 1368 W m$^{-2}$. Atmospheric CO$_2$ levels of 280 ppm (Barnola et al., 1987) were used in the preindustrial 6 KBP and 1850 cases, while a modern level of 365 ppm was used in the 1998 case. The radiative forcing associated with the orbital parameters at the three time slices (Fig. 45) shows insignificant change between 1850 and the present. As mentioned earlier, variations over longer timescales do not greatly affect the annual mean insolation but rather have more impact on the seasonal and latitudinal distribution of this insolation (Fig. 45). These seasonal and latitudinal changes can then be amplified within the climate system through, for example, changes in the intensity and location of wintertime oceanic convection, and changes in sea-ice extent (and subsequent albedo feedback). Increased northern hemisphere insolation and decreased southern hemisphere insolation in the northern hemisphere summer and winter, respectively, are apparent at 6 KBP relative to the present. Atmospheric CO$_2$ levels, on the other hand, have a more substantial influence on the annual mean radiative forcing. These three experiments are hereafter referred to as 6 KBP, preindustrial (PI) and present-day (PD), respectively (Table 4).

The PD and PI equilibrium climatologies were used as initial conditions for two global warming experiments representing the cold start (GWcs in Table 4) and what we term the ‘lukewarm’ start (GWlws in Table 4), respectively. In the case of the lukewarm start, the atmospheric CO$_2$ concentration $C(t)$ was increased according to

\[ C(t) = C_{p_2} e^{k(t-1850)} \]  

(60)

where $C_{p_2} = 280$ ppm, $k = 7.944 \times 10^{-8}$, $a = 3.0058$ and $t$ is the year. This exponential fit was obtained from a two-parameter fit ($k$ and $a$) using the observed 1850–1990 increase in atmospheric CO$_2$ and other greenhouse gases that was used by Mitchell et al. (1995) in the United Kingdom Meteorological Office (UKMO) global warming simulations. The parameter $a$ was subsequently retained although $k$ was recalculated by demanding that the CO$_2$ levels at 1998 match observations (365 ppm). The GWlws experiment, as well as the GWcs experiment were both extended out to year 2500 with atmospheric CO$_2$ increasing at 1% per year, until it reached levels 4 times the present (about year 2138), at which time atmospheric CO$_2$ levels were held fixed. The wind feedback of Section 2a1 was used in all these experiments.

b Transient Versus Equilibrium Climatologies at 1850 and 1998

Rather than repeat the analysis of Weaver et al. (2000) in full detail, we briefly describe the differences that arise from the use of our new model as well as the varying solar constant. All the major conclusions of Weaver et al. (2000) hold for the present experiments, although the exact magnitude of changes between the transient and equilibrium climatologies are slightly different.

In the case of constant solar forcing, the SAT differences at 1850 and 1998 between the transient and equilibrium climatologies (Figs 47a and 47b) are similar to those found in Weaver et al. (2000) (their Figs 3b and 3c) even though the models used are quite different. At 1850, the transient climatology is only 0.01°C cooler than the equilibrium climatology (Table 4), increasing to 0.61°C cooler at 1998. These compare with analogous values of 0.04°C and 0.46°C, respectively, found in Weaver et al. (2000). In all cases the differences are largest at high latitudes, due to amplification by the ice albedo feedback. In addition, changes are much larger in 1998 than in 1850 due to the fact that the climate system has yet to equilibrate to the build-up of atmospheric CO$_2$ over the twentieth century.

When solar forcing is allowed to vary (Figs 47c and 47d), the differences at 1850 are much larger. In the equilibrium PI experiment, a solar constant of 1368 W m$^{-2}$ was used, whereas for the period 1610–1850, the Lean et al. (1995) reconstruction gives a constant which at all times is between 1364 and 1367 W m$^{-2}$ (Fig. 46). As such, the climate during the entire period is colder than the corresponding transient integration with a fixed solar constant, so that at 1850, the Pltr
Δ$S_0$ experiment is 0.30°C cooler than PI and 0.29°C cooler than PItr (Table 4; Fig. 48a). The difference between PItr $\Delta S_0$ and PItr reduces by 1998 as the solar constant increases from the end of the Little Ice Age through to the end of the twentieth century (Fig. 48c). Once more, differences are largest at high latitudes where sea ice is present. The general reduction in the differences between the two transient experiments (PItr $\Delta S_0$ and PItr) from 1850 and 1998 is also reflected in the SST
field (Figs 48b and 48d). Once more, the largest differences tend to be associated with regions near sea-ice boundaries where strong feedbacks exist.

The generally cooler transient climate tends to support more extensive sea ice in both the northern and southern hemispheres, as well as a slightly reduced overturning in the North Atlantic (Fig. 49; Table 4), consistent with the results of Weaver et al. (2000). In the case of the meridional overturning, however, it is interesting to note that the conveyor remains remarkably stable in all experiments through the 6000 years of integration. Differences between the 6 KBP, 1850 and 1998 equilibria are small, as are the differences between the corresponding transient and equilibrium cases (Fig. 49).

![Lean et al. Solar Irradiance 1610-1997](image)

Fig. 46 Lean et al. (1995) solar irradiance (1610–1997) used in the transient integration with varying solar forcing.

![Surface air temperature (°C) difference between the transient (without varying solar forcing) and equilibrium model simulations at 1850; b) as in a) but at 1998; c), d) as in a), b), respectively, but including varying solar forcing.](image)

Fig. 47 Surface air temperature (°C) difference between the transient (without varying solar forcing) and equilibrium model simulations at 1850; b) as in a) but at 1998; c), d) as in a), b), respectively, but including varying solar forcing.
As was the case in Weaver et al. (2000), the most significant differences between the 1850 and 1998 equilibrium and transient experiments are associated with sea-ice processes and deep ocean convection. These differences are greatest at 1998, by which time the radiative forcing associated with atmospheric CO₂ has increased substantially, relative to preindustrial times. Deep ocean water mass properties (Fig. 50), which retain a memory of the radiative forcing throughout the late Holocene, emphasize the differences between the transient and equilibrium cases especially in the presence of a time varying solar constant.

In summary, our transient versus equilibrium results tend to support the conclusions of Weaver et al. (2000). The inclusion of more sophisticated representations of both sea ice and the atmosphere tended to reduce differences slightly, relative to those found by Weaver et al. (2000), when the solar constant was held fixed. Allowing the solar constant to vary over the last 400 years, however, tended to accentuate the differences between transient and equilibrium integrations, especially at 1998. Taken together, our analysis underlines a potential problem in the evaluation of present-day ocean only and coupled atmosphere-ocean general circulation models. In developing these models, it is common to integrate them to equilibrium under present-day radiative forcing (in the case of coupled atmosphere-ocean models) or using present-day surface boundary conditions (in the case of ocean only models). The evaluation process then involves a detailed comparison of model results with present-day observations. Since the ocean, and especially its deep and weakly ventilated regions, have a long adjustment period to changes in radiative forcing, the present-day oceanic observations are not in equilibrium with the present forcing. Even if the ocean or coupled model were perfect, it would therefore not be possible to reproduce these observations under perpetual present-day model forcing.

c Global Warming Simulations

We now determine whether or not global warming simulations are sensitive to the approach used to initiate them. Four experiments were performed starting at either the PD (cold start—GWcs), PI (lukewarm start—GWlws), PDtr (warm start—GWtr) or PDtr ∆S₀ (warm start—GWtr ∆S₀) initial conditions. The latter two can be viewed as an extension of the transient integration starting at 6 KBP, although in the PDtr ∆S₀ case, the solar constant was held fixed at 1368 W m⁻². These four experiments were all integrated out to year 2100 with atmospheric CO₂ increasing at a rate of 1% per
year. Only the GWtr and GWcs were further extended to year 2500 (under a $4 \times CO_2$ stabilization scenario).

The projected results at year 2100 for the GWtr, GWtr $\Delta S_0$ and GWlws experiments reveal globally-averaged SATs and SSTs (Fig. 51), sea-ice coverage (Fig. 52), steric sea level rise (Fig. 53) and strength of the North Atlantic overturning (Fig. 54), that are nearly indistinguishable from each other. The actual change relative to their respective initial conditions (Table 4), further reveals that the GWlws and GWtr experiments lead to almost identical projected changes at the year 2100. The GWtr $\Delta S_0$ experiment, on the other hand, leads to a slightly greater projected warming and reduction in
sea-ice extent as the initial condition at 1998 was slightly cooler than in the GWlws and GWtr cases. During the further 102 years of integration, some of the warming commitment inherent in the GWtr $\Delta S_0$ case is realized (recall that from 1610 to 1998 the solar constant was almost always below 1368 W m$^{-2}$ and that after 1998 it was held fixed at 1368 W m$^{-2}$). These initial results suggest that projections of global warming conducted by international modelling groups are not affected, at least to first order, by the fact that they have not accounted for the radiative forcing prior to 1850. Nevertheless, these same results suggest that were changes in solar variability accounted for, future projections of global warming would be slightly higher than if they were not.

Since the GWtr, GWtr $\Delta S_0$ and GWlws experiments lead to similar results, we only extended the GWtr experiment out to 2500 for comparison with the GWcs experiment. The differences between the cold start and long transient runs are initially much larger than those documented earlier, although by the year 2500, much of the warming potential inherent in the long transient run is realized (Figs 51, 52). The fact that the deep ocean is in equilibrium with the 1998 radiative forcing in GWcs greatly reduces the thermal expansion of the ocean by the year 2500 relative to the GWtr case (Fig. 53). This follows since the timescale for equilibration of the deep ocean to radiative forcing perturbations is on the millennial diffusive timescale. The net result is that the GWtr case produces a projected greater warming, loss of sea ice and sea level rise than the GWcs case (Table 4), due to the warmer initial condition of GWcs.

The meridional overturning streamfunction remains relatively stable in all cases (Figs 54, 55), with only a ~1 Sv weakening occurring during the phase of the integration where the radiative CO$_2$ forcing was changing. Once the forcing is held fixed, the North Atlantic overturning re-equilibrates to a
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**Fig. 50** Global zonally-averaged potential temperature (°C): a) transient (with varying solar forcing) minus equilibrium 1850 climate; b) transient (with varying solar forcing) minus equilibrium 1998 climate. c), d) as in a), b) but for global zonally-averaged salinity (psu).
magnitude slightly larger than its initial condition (Fig. 54). As noted in Section 5 and Wiebe and Weaver (1999), this arises from an eventual increase in the zonally-averaged meridional gradient of the depth-integrated steric height in the North Atlantic. As further noted in Section 5, the inclusion of wind feedback together with the treatment of moisture transport by advection, causes the overturning to equilibrate to a value similar to its initial condition.

Fig. 51 Globally-averaged sea surface temperature (top) and surface air temperature (bottom) as a function of time for the transient integrations with varying (orange) and constant (green) solar forcing. The lukewarm start integration (pink) and cold start integration (blue) are also shown.

Fig. 52 Northern (top) and southern (bottom) hemispheric sea-ice coverage expressed as a fraction of the total hemispheric area for the transient integrations with varying (orange) and constant (green) solar forcing. The lukewarm start integration (pink) and cold start integration (blue) are also shown.
The projected strength of the overturning at the year 2100 is shown in Figs 55a–55d for the GWcs, GWlws, GWtr and GWtr $\Delta S_0$ experiments, respectively. Evidently, the magnitude of the differences between the experiments is small (Figs 55e–55h) in all cases, suggesting a rather passive role of the ocean in terms of local feedbacks to the climate warming. Sea-ice feedbacks between the cold start and different transient runs, however, lead to substantial differences in the SAT change at year 2100 (Fig. 56).

The cold start case (GWcs) leads to global mean SATs and SSTs at 2100 that are 0.30°C and 0.23°C warmer, respectively, (Fig. 56c; Table 4) than for the corresponding transient case (GWtr). As a consequence, there is less sea ice in both the southern and northern hemispheres in GWcs relative to...
Fig. 55 North Atlantic meridional overturning streamfunction (Sv) at 2100 for the global warming experiments: a) cold start; b) lukewarm start; c) transient integration (constant solar forcing); d) transient integration (varying solar forcing); e) difference between a) and c); f) difference between a) and d); g) difference between b) and c); h) difference between b) and d). The contour interval is 2 Sv in a)–d), 0.2 Sv in e)–f), and 0.03 Sv in g)–h).
GWtr (Table 4). In terms of a global mean SAT change at 2100 relative to their respective initial conditions, GWcs produces a ~10% smaller perturbation (3.05°C — Table 4; Fig. 56a) than GWtr (3.35°C — Table 4) and GWtr ΔS₀ (3.44°C — Table 4; Fig. 56b). Ironically, the cold start experiment starts from a warmer initial condition and leads to a warmer projected climate than does the warm start experiment. Nevertheless, the resulting projection of global mean SAT change in GWcs is less than the projected change in GWtr and GWtr ΔS₀, due to the warming commitment present in the latter experiment which is partially realized in the future. The differences in the projected global mean SAT anomalies between GWcs and GWtr ΔS₀ (or GWtr) are fairly uniform over the globe (Fig. 56d), although there are a few local maxima present. These occur exclusively near the Antarctic sea-ice and Agulhas Retroflection regions.

In summary then, the new version of the model leads to very similar results to those found by Weaver et al. (2000), although some subtle differences exist due to the improved representation of sea ice in the present model. Consistent with the results of others (Fichefet and Tricot, 1992; Hasselmann et al., 1993; Cubasch et al., 1994; Keen and Murphy, 1997; Weaver et al., 2000), we found that the initial rate of warming is slower in ‘cold start’ global warming experiments than in analogous experiments that start with preindustrial levels of atmospheric CO₂. This follows since the initial conditions for such experiments are in radiative equilibrium with their forcing (e.g., PD), whereas a transient experiment starting from preindustrial times (e.g., PDtr) has a warming commitment (Keen and Murphy, 1997), as it has yet to reach radiative equilibrium. As demonstrated by our global warming experiments, SATs at 2100, obtained by starting from the PD (equilibrium 1998) case (GWcs), are generally warmer than in the case where we extended the PDtr (transient 1998) integration (GWtr). This follows since the initial condition is warmer as it is in radiative equilibrium with the forcing. Nevertheless, the global warming relative to 1998 is ~10% less at 2100 in the cold start case (3.05°C) than in the warm start case (3.35°C), as the latter has a warming commitment which is slowly being realized.

When the effects of varying solar forcing are incorporated into the model, the projected change at 2100 in global mean SAT is larger than in the case where solar forcing is held fixed. This follows since the initial 1998 state of the transient
model is colder, in the case where solar forcing is allowed to vary, as it has not reached radiative equilibrium with the solar forcing that slowly increased from preindustrial times through to the late twentieth century. In the subsequent 102 years of integration, some of the extra warming commitment inherent in this experiment is therefore realized. This result suggests that those coupled modelling groups that do not account for solar forcing changes over the twentieth century may slightly underestimate (3% in our model) the projected warming by the year 2100.

8 Summary
The UVic ESCM has evolved substantially from its early form as the coupled energy-moisture balance model/OGCM of Fanning and Weaver (1996). It now contains sophisticated sea-ice and land-ice subcomponent models and an improved representation of the atmosphere. By building the ESCM in a systematic fashion, in which all parameters are consistent between all subcomponent models and careful attention is given to the averaging of fluxes between coupling timesteps, we ensure that energy and moisture are conserved exactly. In this paper we have documented all those subcomponent models, as well as the technique used to couple them, and evaluated the climatology of our model against observations.

The model is able to capture the pathways of intermediate, deep and bottom waters as revealed through simulations involving the release of passive tracers. Also, the model simulates both the cold and warm water routes (Gordon, 1986; Rintoul, 1991) by which the upper layer water returns to the Atlantic Ocean to compensate for NADW production and export. The global distribution of sea and land ice also compares favourably with observations. This model evaluation procedure also clearly demonstrates the importance of including the process of moisture transport through advection instead of diffusion. When this is done, the simulated evaporation, precipitation and evaporation minus precipitation fields bear reasonable agreement with NCEP reanalysis data.

The inclusion of moisture advection, together with our new parametrization for wind feedbacks, has a significant influence on the transient response of our model to increasing greenhouse gases. In previous experiments conducted with our model using the diffusive approach for moisture transport, we found that the North Atlantic thermohaline circulation re-established to a level in the future which was stronger than its initial present-day rate. With the aforementioned parametrization included, the model re-establishes to the same rate as in the present-day climate, consistent with the results from coupled AOGCMs.

When applied to the LGM we find a global mean cooling of 3.8°C, with tropical cooling over the oceans of about 2.1°C and over the land of about 4.4°C. Over the ocean this cooling is in line with recent alkenone reconstructions, although it is cooler than CLIMAP. In the North Atlantic we find less cooling than CLIMAP and a conveyor which is both weaker and shallower than in the present, again consistent with recent reconstructions.

The ESCM was also used to re-examine the issue of climate model initialization. Our integrations with varying solar constant demonstrated the importance of solar changes during the last few centuries in projecting future climate change. Due to an inherent additional warming commitment, experiments which account for solar forcing changes lead to a greater projected global mean temperature change by 2100.

The examples given in this paper are both interesting from a scientific perspective as well as illustrative of the type of problems that can be addressed with our model. Our philosophy in building this model has been to develop a tool with which to understand processes and feedbacks operating within the climate system on long timescales. We believe that this approach is complementary to that of major coupled AOGCM centres, and that our model fills an important gap within the hierarchy of climate models (Claussen et al., 2000; Shackley et al., 1998). In fact, our model has been used, and is still being used, as a tool with which to examine the sensitivity of a particular process or subcomponent model across a wide range of parameters, in order to streamline the process of improving certain components of the CCCma coupled AOGCM.

We have not yet included a parametrization for clouds and their feedbacks in our model although given both the lack of understanding of their basic physics, as well as the simplicity of our atmospheric model, it is difficult to see how any meaningful scheme could be incorporated. Clouds have an important role in climate both through their absorption of longwave radiation and through scattering incoming solar radiation back to space. Even the vertical distribution of clouds is important as low clouds, in general, act to cool the planet and high clouds, in general, act to warm it. Different climate models use different approaches to parametrize clouds, many of which are crude at best, leading to cloud feedbacks that vary between models. For example Cess et al. (1996) summarize the cloud feedback from a wide range of atmospheric models. Some models give a positive feedback in global warming experiments (whereby longwave effects dominate), and some give a negative feedback (whereby shortwave effects dominate). While 10 out of the 18 models considered had a net positive feedback, the fact that its sign is largely uncertain suggests that our approach is a sensible one. Other caveats of course also apply to our model. In particular, our simple wind feedback scheme is at best a very crude approximation and we do not currently have a land surface scheme in our model. In addition, the fact that we do not explicitly capture atmospheric ‘weather’ and its chaotic nature means that we are missing an internal stochastic forcing of the complex climate system.

Our model development phase is not yet complete. We are currently in the process of implementing a biotic ocean carbon cycle model into our ESCM following OCMIP guidelines. In addition, we are in the process of incorporating new land surface, terrestrial carbon cycle and dynamic vegetation models. The land-surface scheme used will be a simple, one-layer model, computing the energy, moisture and snow balance
at the surface as recently developed by P. Cox and K. Meissner. The terrestrial carbon cycle and dynamic vegetation model that we are using is the Hadley Centre TRIFFID (Top-down Representation of Interactive Foliage and Flora Including Dynamics; Cox et al. (2000); Cox (2001)). The immediate goal of our work is the development of a comprehensive ESCM with which to explore the mechanisms of quaternary climate change/variability. Our ultimate goal is the development of a tool which, when coupled to socioeconomic models, forms the basis of an Integrated Assessment approach to exploring the inter-relationship between climate change and climate change policy.
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Appendix A – Grid Rotation

Any spherical grid rotation can be specified by defining three solid body rotations. The angles which define the rotations are usually referred to as Euler angles (Goldstein, 1950). First, define the Z axis to be through the poles such that the X-Y plane defines the equator and the X axis runs through the prime meridian. The angle Φ is defined as a rotation about the original Z axis. Angle Θ is defined as a rotation about the new X axis (after the first rotation) and angle Ψ is defined as a rotation about the final Z axis (Fig. 57).

Consider a globe with a clear sphere surrounding it, with only grid lines of latitude and longitude. By moving the outer sphere, the grid poles can be moved to line up with different points on the globe. Once the new poles are located, two of the rotation angles can be defined as follows. The definition for Φ is 90° minus the geographic longitude of the new North Pole. This rotates the Y axis under the new pole. To move the Z axis down, Θ is defined to be 90° minus the geographic latitude of the new North Pole. This places the original Z axis though the new North Pole position.

To define the grid completely, a third rotation about the new Z axis, must be specified. The rotated grid longitude of any point on the geographic grid is still undefined. To specify this last rotation, choose a point on the geographic grid (the globe) to locate the rotated grid’s prime meridian. Set angle Ψ to zero and calculate the longitude of this point on the rotated grid. This longitude is the final angle Ψ, the angle needed to rotate the point back to the prime meridian. The definition of Ψ is usually not very important since the new grid longitude is arbitrary, but it does make a difference in defining exactly where the new grid starts. This may be important if it is desirable to line up grids for nesting. It may appear that all of the angle definitions are of the opposite sign to what they should be, but this comes from thinking about rotating the axes rather than rotating the rigid body.

Having defined the angles of rotation, an orthogonal transformation matrix can be written. The first rotation through an angle Φ about the Z axis (counterclockwise looking down the Z0 axis) is given by:

$$ D = \begin{pmatrix} \cos \Phi & \sin \Phi & 0 \\ -\sin \Phi & \cos \Phi & 0 \\ 0 & 0 & 1 \end{pmatrix} $$

The second rotation through an angle Θ about the new X axis (counterclockwise looking down the X1 axis) is given by:

$$ C = \begin{pmatrix} 1 & 0 & 0 \\ 0 & \cos \Theta & \sin \Theta \\ 0 & -\sin \Theta & \cos \Theta \end{pmatrix} $$

and the final rotation through an angle Ψ about the new Z axis (counterclockwise looking down the Z2 axis) is given by

$$ B = \begin{pmatrix} \cos \Psi & \sin \Psi & 0 \\ -\sin \Psi & \cos \Psi & 0 \\ 0 & 0 & 1 \end{pmatrix} $$

Note that a total rotation matrix can be written as the product of the three rotations $BCD$ (ordering is important). The total rotation matrix $A$ is

$$ A = \begin{pmatrix} \cos \Psi \cos \Theta - \cos \Phi \sin \Theta \sin \Psi & \cos \Psi \sin \Theta + \cos \Phi \cos \Theta \sin \Psi & \sin \Psi \sin \Theta \\ -\sin \Psi \cos \Theta - \cos \Phi \sin \Theta \cos \Psi & -\sin \Psi \sin \Theta + \cos \Phi \cos \Theta \cos \Psi & \cos \Psi \sin \Theta \\ \sin \Theta \sin \Phi & -\sin \Theta \cos \Phi & \cos \Theta \end{pmatrix} $$

Transforming points from the unrotated system to the rotated system (marked by primes) follows from

$$ \begin{pmatrix} x' \\ y' \\ z' \end{pmatrix} = A \begin{pmatrix} x \\ y \\ z \end{pmatrix} $$
and transforming points from the rotated system (marked by primes) to the unrotated system follows from

$$\begin{bmatrix} x' \\ y' \\ z' \end{bmatrix} = A^{-1} \begin{bmatrix} x \\ y \\ z \end{bmatrix}$$

where the inverse transform $A^{-1}$ is

$$A^{-1} = \begin{pmatrix} \cos \Psi \cos \Phi - \cos \Theta \sin \Phi \sin \Psi & - \sin \Psi \cos \Phi - \cos \Theta \sin \Phi \cos \Psi & \sin \Theta \sin \Phi \\ \cos \Psi \sin \Phi + \cos \Theta \cos \Phi \sin \Psi & - \sin \Psi \sin \Phi + \cos \Theta \cos \Phi \cos \Psi & \sin \Theta \cos \Phi \\ \sin \Theta \sin \Psi & \sin \Theta \cos \Psi & \cos \Theta \end{pmatrix}$$

Note that the inverse transform $A^{-1}$ is equivalent to $A$ with $\Psi$ and $\Phi$ switched and all rotation angles made negative.

**Appendix B – Operators in Spherical Coordinates**

**Tracer Diffusion**

$$\mathbf{\nabla} \cdot \left( \xi \mathbf{\nabla} \chi \right) = \frac{1}{r^2 \cos^2 \phi} \frac{\partial}{\partial \lambda} \left( \xi \frac{\partial \chi}{\partial \lambda} \right)$$

$$+ \frac{1}{r^2 \cos \phi} \frac{\partial}{\partial \phi} \left( \xi \cos \phi \frac{\partial \chi}{\partial \phi} \right)$$

**Advection**

$$L(\xi) = \frac{1}{r \cos \phi} \left( \frac{\partial (u \xi)}{\partial \lambda} + \frac{\partial (v \xi \cos \phi)}{\partial \phi} \right)$$

$$+ \frac{\partial (w \xi)}{\partial z}$$

**Momentum Viscosity**

$$\mathcal{T}(A_h, \xi, \chi) = \mathbf{\nabla} \cdot (A_h \mathbf{\nabla} \xi) + A_h \left( \frac{1 - \tan^2 \phi}{r^2} \right) \xi$$

$$- A_h \frac{2 \sin \phi}{r^2 \cos^2 \phi} \frac{\partial \chi}{\partial \phi}$$
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